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Chapter 1
Introduction

It would be utterly inadequate to start this thesis by claiming it studies some deep
connections between inverse semigroup actions, C*-algebras and metric spaces. On
the other hand, it would also be unjust to commence by saying it is composed of
some disconnected questions about semigroups and amenability, even though that
might seem to be the case from time to time. It would, as well, be boring to start it
with the classical story about the Lebesgue integral and the necessary existence of
non-measurable sets, and how that fact irks us all. Nevertheless, it would certainly
be far from the case to claim this thesis does not have its roots in that fact.

Therefore I am not going to start the thesis saying either of these things, and
instead we will start with the following question:

Do Ponzi schemes exist?

By Ponzi scheme we mean a way of organizing people with the aim of creating
money by moving it around. Ideally, Ponzi (the schemer) would convince Alice and
Bob to give him 1$, gaining a total net worth of 2$. Alice and Bob would, in turn,
each convince two other people, and both of them would gain a net worth of 1$.
Following this process ad infinitum every person in the scheme would, ideally, gain
a net worth of, at least, 1$, so that money has indeed been created. Of course, more
important than the question above would be the next one:

Can we create a working and real Ponzi scheme?

As one can easily see, a working and real Ponzi scheme requires infinitely many
people, so the immediate answer to the above question is, rather categorically, no.
Going back to the first question, one acknowledges that a Ponzi scheme requires
infinitely many people to even be possible, but not only does it require that. Indeed,
Z has infinitely many elements, but in a rather straightforward composition:

●
P AB

●● ●● ●● ●● ●● . . .. . .

Figure 1.1: Ponzi tries to create a scheme in Z, and fails miserably. The
arrows (or, rather, lack thereof) represent the flow of the money.

Each vertex above represents a person, and two people are connected if they
know each other. Needless to say, in this world knowing each other is a requirement
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to ask for money. The scheme starts with Ponzi, represented by vertex P , trying
to convince Alice and Bob, A and B, to give him 1$. He fails, of course, for both
Alice and Bob see through his lies and observe they will not be able to convince
other people to give them money. Indeed, there is no people to ask, since, apart
from Ponzi, Alice only knows one person (and the same goes for Bob). This makes
it impossible to produce a Ponzi scheme with a Z-like configuration. Observe that
in this ideal world a person will not participate in the scheme unless they actually
earn money as, for instance, neither Alice nor Bob will give Ponzi money in a Z-like
configuration.

Let us now rearrange the people in some other way:

P BA
● ●●

●

●

●

●

●

●

●

●

●

●

●

●

⋮
. . .

⋮
. . .

⋮
. . .

⋮
. . .

⋮
. . .

⋮
. . .

⋮
. . .

⋮
. . .

Figure 1.2: Ponzi tries to create a pyramid scheme in a tree, and suc-
ceeds. The arrows represent the flow of the money.

Ponzi now proposes a scheme to Alice and Bob. In this instance, both Alice
and Bob realize the set of people they know is disjoint, and so is the set of people
those people know (and so on). In particular, Alice and Bob realize it is in their
best interest to follow the scheme. In the same fashion, so does everybody, and the
scheme succeeds.

The difference between failing and succeeding is then the way people know each
other. However, the fact that it can succeed is somehow paradoxical, for everyone
within the system has gained money with only two actions (giving money and receiv-
ing it, both done only once). This is even more striking that Hilbert’s hotel, where
money (or rooms) can be created, but people have to be working for arbitrarily long
periods of time in order to create arbitrarily large amounts of money (or rooms).
Following this idea, we say Ponzi schemes are paradoxical.

Let us now study this dynamical system from the point of view of the money,
and not the people. One can try to measure how much money a subset of people
has with respect to the total amount of money of the system. Therefore, in a Z-like
configuration it is natural to say the people numbered by odd (or even) numbers
amount to half the money of the system. However, if the Ponzi scheme succeeds
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this statement can no longer be made. Indeed, observe that the amount of money
of the system remains equal by moving it around. Therefore, dividing the vertices
of Figure 1.2 into E and O, where E is formed by the vertices at even distance of
Ponzi (and analogously for O), one can see that E has, at most, half the money O
has, and vicerversa. This is, of course, a contradiction. We may thus say that a
Z-like configuration is meanable (or measurable), as it has a mean (or a measure).
However we shall instead say amenable, from its literal meaning and its similarity
with the original meanable.

Lastly, one can instead choose to study the different configurations from the
point of view of the connections, neither the people nor the money. In this sense,
a Z-configuration has the property that intervals have small boundary. Meanwhile,
in a F2-configuration (as in Figure 1.2) balls around Ponzi have large boundaries,
meaning that the people in a ball know a lot of people out of the ball. Actually,
observe that, in order for the Ponzi scheme to work, the number of people on the
boundary of the ball has to at least be of the same order as the number of people
within the ball. We hence say that the Z-configurations satisfy the Følner condition,
while F2 does not.

These notions, namely paradoxicality, amenability and Følner’s condition, can
be properly defined. A natural question is whether these are equivalent:

Let C be a configuration of people. Is C paradoxical if, and only if, it is not
amenable? Does it satisfy Følner’s condition if, and only if, it is amenable?

Not only is the answer as expected, the equivalence between these notions goes
beyond Ponzi schemes and into groups, measure theory, metric spaces and C*-
algebras.

This thesis, at its core, studies the relation between these notions, which lead
to a dichotomy, within the context of semigroups, and builds from there and into
related areas. Of particular interest, for various reasons, is the case of inverse semi-
groups, and their relation with C*-algebras, traces, metric spaces, property A and
groupoids. Note all of these structures come naturally equipped with some dynam-
ics, generalizing the idea of money going around in a Ponzi scheme.

1.1 Amenability in related areas
This section tries to explain how the notions above, namely paradoxicality, amenabil-
ity and Følner’s condition, appear not only in group theory but in related contexts.
We will cite some of the most important works, but a full account of each work
related to a subject will only be given when needed.

Historically speaking, the notion of amenability did not appear in relation with
Ponzi schemes, but was coined by von Neumann [73] in an attempt to exclude the
so-called Banach-Tarski paradox in group theory (see [92, 108] and references
therein). In particular, von Neumann proved that a group being amenable was
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incompatible with a paradoxical behavior, which can be seen as a Ponzi scheme.
After that, Tarski introduced in [106] a novel approach, namely the construction
of a type semigroup, to prove that non-paradoxical groups are in fact amenable.
Later Følner [39] gave another characterization of amenable groups, which was then
generalized to semigroups, see [10, 29, 31]. Related to amenability, but not quite
the same, is Yu’s notion of property A, see [119] for the original work and [113] for
an introduction to the topic.

The paradoxical behavior of a Ponzi scheme, or the existence of an invariant
measure, can be replicated in the context of metric spaces. However, the simplest
(and most natural) of the three notions to replicate is Følner’s condition. Indeed, the
idea of sets (mostly balls) having a small boundary is perfectly adaptable to metric
spaces, yielding that a line satisfies the Følner condition (see [16, 44]). Again, observe
that small boundary means that the set of points that are close to the original set
is small with respect to the size of the original set. Likewise, a measure on a metric
space is an assignment of weights to all subsets of the metric space (note this yields
a total measure) in such a way that two sets in bijective correspondence in a close
manner have the same measure. Following this idea, a metric space is paradoxical
when it can be decomposed into two subsets in such a way that these sets are close
to the original.

As may have been noticed, of utmost importance is the idea of closeness. For
this we shall follow the notion of closeness from coarse geometry (see [76] for an
introductory text to the subject), that is, two maps are close when one is a local
perturbation of the other. Moreover, two sets are close if there is a map between
them that is close to the identity map of either set. Note, for example, that the
sets of even and odd numbers are close, while neither of them is close to the set of
natural numbers. In this way, the difference between a Ponzi scheme and Hilbert’s
hotel, hinted at above, would be the same difference between two maps being close
or not. Indeed, in a Ponzi scheme money can be created by a map that is close to
the identity (see the blue arrows in Figure 1.2), while this is impossible in a Z-like
configuration, such as in Hilbert’s hotel.

A particularly important observation within operator algebra literature is that
amenability, as understood by von Neumann, Tarski and others, has a major role
to play within the theory. In particular, the notion of amenability within operator
algebras starts with the work of Connes [26], where he used amenability, adequately
contextualized, to prove that injectivity implies hyperfiniteness. This way, if a C*-
algebra is represented in a Hilbert space H, we say it satisfies the Følner condition
whenever one can find finite-dimensional subspaces of H that are almost invariant
under the representation. Observe that, within this context, almost may mean
various things:

• On the one hand, it can mean that most of the subspace remains close to
the subspace, and only an ε-part of it is allowed to go far from it. This
approach, which was Connes’ original one, yields hypertracial C*-algebras and
amenable traces, and was followed by, for instance, Bédos [14, 15] (see also [20,
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Chapter 6]). Observe that, within this context, an amenable trace serves the
purpose of an invariant mean. Likewise, a paradoxical decomposition of the
algebra is then a decomposition of the unit by isometries with orthogonal
ranges, which, in a sense, exactly mimics the paradoxical behavior of a group.

• On the other hand, it can mean every element of the subspace goes to some-
where that is ε-close to the subspace. Note that this is different from the
above, since no element in the subspace is allowed to go far from it, no matter
how large the subspace itself is. This approach yields quasi-diagonal C*-
algebras, following the analogous operator notion by Halmos [47]. This class
of C*-algebras was later studied by Hadwin and Rosenberg [46] (among many
others) and characterized by Voiculescu [111, 112]. This notion, although more
restrictive, is much more useful than the one above, and was key in the so-
called classification program, particularly by the work of Tikuisis, White and
Winter [107] (see also Gabe’s [40] and Schafhauser’s [96]).

Lastly, the notions of amenability can also be translated into (inverse) semi-
groups, following the work of Day [29]. Within this setting, a measure on the
semigroup is said to be invariant whenever it assigns the same number to the preim-
age of a set and the set itself. Moreover, as we shall see, within this generality
there is no clear notion of Følner’s condition (see, e.g., [31, 71]), nor is there any
clear candidate of paradoxicality. However, one of the main points of the thesis is to
prove that the dichotomy can be recovered should one restrict to the case of inverse
semigroups.

1.2 Goal and main questions of the thesis
These final sections of the introduction aim to state the main questions of the
thesis, spoil some main results and sketch the structure on which it is based on. For
necessary reasons we give the answers to the questions themselves, so as to justify
the next questions we are interested in.

Our work starts in the context of general semigroup theory, and seeks to repli-
cate the classical equivalence between paradoxicality, amenability and the Følner’s
condition:

(QS.1) Can one generalize the notions of Følner sequence and paradoxical decompo-
sition to the context of semigroups in such a way that the classical dichotomy
amenable vs. paradoxical remains true?

(QS.2) If the answer to the above is negative, is there any particular class of semi-
groups where such dichotomy may be found?

As can be expected, the answer to (QS.1) is negative, and the answer to (QS.2)
is positive. Of particular interest is the class of inverse semigroups, these being
to groups what partial isometries are to unitary operators. In this context, the
following are only natural.
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(QI.1) In the particular class of inverse semigroups, what form (or forms) does the
classical dichotomy amenable vs. paradoxical take?

(QI.2) Can we build a C*-algebra out of an inverse semigroup that inherits the amenabil-
ity of the semigroup? Does this algebra have traces? Can these traces be seen
as some finitely additive probability measures in the semigroup itself?

(QI.3) Are the traces above always amenable? That is, can they be approximated by
traces in matrices in 2-norm?

The C*-algebra we refer to in (QI.2) is the analogous to the uniform Roe algebra of
a group and, as we shall see, its traces can be seen as a particular class of finitely
additive probability measures in the semigroup itself. Moreover, the fact that the
natural C*-algebra appearing is close (in nature) to being a uniform Roe algebra
naturally leads one to wonder whether there is some metric structure behind the
semigroup. This, for instance, holds for discrete and countable groups, where one
can equip them with an essentially unique metric yielding the same C*-algebra.
Hence the following geometric questions arise:

(QM.1) Can we equip an inverse semigroup with a metric that is suitably proper and
right-invariant and generalizes the path metric in the Cayley graph of a finitely
generated group?

(QM.2) If the answer to the above is positive, does it yield a metric space whose asso-
ciated uniform Roe algebra is precisely the C*-algebra considered in (QI.2)?

(QM.3) Are there properties of these spaces that are quasi-isometric invariants? In
particular, can amenability of the semigroup be seen metrically? Does the
property A of the space transform into a C*-property?

The text completely answers these questions, though the answers themselves may be
surprising. For instance, the answer to (QM.2) is sometimes. Dealing with metric
spaces and inverse semigroups one eventually, and inevitably, arrives to questions
about grouopids. In particular, how these notions can be seen in the context of a
certain groupoid associated to the inverse semigroup.

(QG.1) Can the amenability of an inverse semigroup be related to the amenability of
its universal groupoid? What about its property A?

Lastly, one could wish to improve (QI.3), in the sense of using norm approximations
instead of 2-norm approximations. Indeed, the work of Tikuisis, White and Win-
ter [107] in quasi-diagonal approximations naturally arises, and begs the question of
whether the C*-algebras considered so far are quasi-diagonal.

(QQ.1) Does the analog of Rosenberg’s conjecture for inverse semigroups hold? That
is, is the reduced semigroup C*-algebra quasi-diagonal whenever the semigroup
is amenable? What about the converse?
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(QQ.2) Under which circumstances is the reduced semigroup C*-algebra stably finite?
Is this the only obstruction to quasi-diagonality in the context of inverse semi-
groups? If not, does amenability play a role?

All of these questions are either answered or addressed in the text, along with some
other inquiries that arise along the way. It should be said that, among these, the
most important question is the rather innocent-looking question (QI.1). From it
and its answer everything else derives, for its answer sketches the main ideas behind
everything else, stating in a precise manner the language that ought to be used.

1.3 Brief summary of main results
We first investigate some of the most common notions of amenability (following
Day’s approach) in the context of general semigroups, coming to the conclusion
that there is no satisfactory answer (see Section 3.1). In the subsequent Chapter 4
we restrict to the case of inverse semigroups (and their representations), and prove
that Day’s amenability is equivalent to the conjunction of two independent condi-
tions, namely localization and domain-measurability (see Theorem 4.1.3). Following
this approach, we then study the trace space of a certain uniform Roe algebra as-
sociated to the inverse semigroup, and relate these traces with certain measures in
the semigroup (see Theorem 4.3.7).

The proof of Theorem 4.3.7, in particular a Følner-like characterization, provides
the necessary intuition in order to consider an inverse semigroup in a geometric man-
ner. In this fashion, in Section 5.1.1 we introduce a distance in the semigroup, and
observe that it generalizes the path distance in the Cayley graph of a group. Using
this distance, we then give a condition in the semigroup that characterizes when the
C*-algebra considered in Chapter 4 is actually a uniform Roe algebra (see Theo-
rem 5.2.23). Moreover, we also tackle the study of some quasi-invariant conditions,
such as amenability (see Theorem 5.3.5) and property A (see Theorem 5.3.10).

Lastly, Chapter 6 studies the relation between the amenability of the semigroup
and the quasi-diagonality of its reduced C*-algebra, that is, studies the so-called
Rosenberg’s conjecture in the context of inverse semigroups.

1.4 Structure of the thesis
Figure 1.3 depicts the structure and flow of the thesis. As can be deduced from
the picture, the thesis is organized around the two main bodies of content, namely
Chapters 4 and 5.

The text starts, as is only natural, with a not-so-brief introduction to all the
mathematical background needed later, which will be covered in Chapter 2. In
particular, Chapter 2 includes notions ranging from group theory to C*-algebras
and metric space theory.
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Chp. 2. Mathematical
background and preliminaries

Chp. 3. Semigroups
General, cancellative and

inverse cases

Chp. 4. Inverse semigroups and
their representations

Groupoids and amenability

Chp. 5. Inverse semigroups
as metric spaces

Groupoids and property A

Chp. 6. Quasi-diagonality and
norm approximations

Figure 1.3: Rough structure and flow of the thesis.

Chapter 3 then covers all of the aspects about general semigroup theory. In
particular, it tries to answer question (QS.1), whose answer is negative, and the
subsequent (QS.2), whose answer is positive. For lack of a better place, Chapter 3
also covers the inverse semigroup theory needed later, since this is the context the
main part of the thesis is based upon.

Then Chapter 4 studies some of the main questions of the thesis, namely ques-
tions (QI.1), (QI.2) and (QI.3). These are answered in a positive manner via the
probably most important result of the thesis, see Theorem 4.1.3. In a way, this
serves as a starting point, clearly stating the language and technicalities we shall
have to deal with later. Hence most of the other definitions naturally emerge from
the so-called domain-measurability of a representation. In addition, of particular
interest in this Chapter 4 are what have been called 2-norm approximations, that
is, approximations of a C*-algebra using a trace norm instead of a uniform norm.
As we have mentioned, these approximations, as virtually every other result in the
text, is an easy corollary of the answer to (QI.1), namely Theorem 4.1.3.

The research developed in Chapter 4 raises some natural intuitions and ques-
tions. In particular, even though Chapter 4 is analytical, it does raise the question
about whether there is some geometric meaning behind the analysis developed. This
intuition, properly speaking, is then developed in Chapter 5, and answers positively
questions (QM.1), (QM.2) and (QM.3). Hand-waving, Chapter 5 discusses the fact
that inverse semigroups, just as groups, can be equipped with a natural metric,
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yielding interesting geometries. Moreover, these metric spaces inherit some prop-
erties of the semigroups themselves, such as domain-measurability or Yu’s property
A.

An important feature of Chapters 4 and 5 is the fact that both include a section
with examples and a section about the relation of that chapter with some notions
of groupoid theory (see Figure 1.3). These will be covered in Sections 4.5 and 5.5,
respectively. In addition, these sections should be seen as only one unit that has
been partitioned for the sake of inner coherence within the thesis.

Lastly, going back to the 2-norm approximation appearing in (QI.3) and Chap-
ter 4, the final Chapter 6 studies whether one can obtain a quasi-diagonal approxi-
mation, answering questions (QQ.1) and (QQ.2) partially.

The thesis ends with Chapter 7, asking some other questions that have been left
unanswered along the text, or have appeared in the study.

Never trust these people, Adso.
They always manage to respect the letter

and violate the contents of a deal.
William of Baskerville
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Chapter 2
Mathematical background and

preliminaries

The goal of this section is to set the main mathematical background needed in the
thesis. Everything presented in this section is already known, and most is classical
work. It thus goes without proof unless it is convenient for the narrative of the
thesis to sketch the argument. Moreover, due to the nature of the thesis itself,
this chapter has to introduce numerous topics. Therefore, and in order to keep it
at a reasonable length, I have decided to only introduce the topics, and reference
some nice introductory texts to each subject at the beginning of the corresponding
section. This, in addition, facilitates the writing of the chapter. It should also be
mentioned that any reader familiar with groups, algebras, metric spaces, operator
algebras or semigroups might skip the corresponding section. Lastly, everything
presented henceforth shall be considered known in the upcoming chapters.

2.1 Groups and algebras
All groups are supposed to be countable and discrete, though not necessarily finitely
generated. Likewise, all algebras are over C, even though one can work with more
general fields (see, e.g., [13]) and of countable dimension.

2.1.1 Amenable groups

As was mentioned in the introduction, amenability was introduced by von Neumann
as a condition incompatible with the paradoxical behavior of the so-called Banach-
Tarski paradox (see [73, 106, 92, 108]). Since then, it has been extensively studied,
first within the context of group (and semigroup) theory (see [29, 71, 10, 31]), and
then in related areas, such as algebras (see [13, 22, 7]), metric spaces (see [21, 8]) and
operator algebras (see [26, 20]). In this section we explore the notion of amenability
in the group context and, more generally, in the context of algebras over C. We first
introduce the three notions that play a main role within the thesis.

Definition 2.1.1. Let G be a countable and discrete group.

(1) G is (left) amenable if there exists a (left) invariant measure onG, i.e., a finitely
additive probability measure µ∶P(G) → [0,1] such that µ(g−1A) = µ(A) for
all g ∈ G and A ⊂ G.
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(2) G satisfies the Følner condition if for every ε > 0 and finite F ⊂ G there is a
finite non-empty F ⊂ G such that ∣gF ∪F ∣ ≤ (1+ ε)∣F ∣ for every g ∈ F . In such
case we say that F is (F , ε)-invariant, or that it is a (F , ε)-Følner set.

(3) G is paradoxical if there are sets Ai,Bj ⊂ G and elements ai, bj ∈ G such that

G = a1A1 ⊔ ⋅ ⋅ ⋅ ⊔ anAn = b1B1 ⊔ ⋅ ⋅ ⋅ ⊔ bmBm

⊃ A1 ⊔ ⋅ ⋅ ⋅ ⊔An ⊔B1 ⊔ ⋅ ⋅ ⋅ ⊔Bm.

We call such a partition a paradoxical decomposition of G.

The three notions above shall drive a good portion of this thesis, namely most
of Chapter 4, and their importance and relation will be clear by then. First of
all, however, we need to introduce some known results, the first of which gives an
alternative (and useful) characterization of invariant measures.

Lemma 2.1.2. A group is amenable if, and only if, there is a G-invariant mean
on `∞(G), that is, a normalized linear functional m∶ `∞(G) → C such that m(gf) =
m(f), for all f ∈ `∞(G) and g ∈ G, where (gf)(h) ∶= f(g−1h).

Proof. The proof is well known. Indeed, the map m ↦ µm(A) ∶= m(pA), where
pA ∈ `∞(G) is the characteristic function of A, can be proven to be a bijective
correspondence between the set of invariant measures and the set of invariant means.

The second lemma proves that the Følner sets as in Defintion 2.1.1 (2) may be
taken to contain any given finite subset of G. This, for our purposes, proves that, in
the group case, the Følner condition and the proper Følner condition1 are equivalent
(see this in stark contrast to Lemma 2.1.9 in the context of algebras).

Lemma 2.1.3. Let G be a countable group satisfying the Følner condition. Then for
any ε > 0 and any finite A,F ⊂ G there is some F ⊂ G such that F is (F , ε)-invariant
and A ⊂ F .

Proof. We only sketch the proof, since it will be properly reproduced in Theo-
rem 3.1.1 in the more general context of semigroups. Observe the set of pairs
{(F , ε) ∣ F ⊂ G and ε > 0} is partially ordered by inclusion in the first coordinate
and by greater or equal in the second coordinate. Therefore as ε decreases ∣F ∣ in-
creases. There are then two cases, either the cardinality of F is bounded or not.
On the one hand, if ∣F ∣ is bounded then we get that gF = F for every g ∈ G, and,
a posteriori, we conclude that G = F is a finite group. On the other hand, if ∣F ∣
grows arbitrarily we may, without loss of generality, suppose that ∣F ∣ ≥ ∣A∣/ε. The
set F ∪ A is then a Følner set containing A. In either case, the conclusion of the
lemma holds.

1The proper Følner sequence has not been defined yet, but it boils down to the statement of
Lemma 2.1.3.
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Finally, the following well known lemma introduces the idea of a Følner se-
quence of a group G. It is, of course, equivalent to the Følner condition in Defini-
tion 2.1.1 (2). Its proof is routine. Moreover, observe that a version of the below
lemma is true for arbitrary discrete groups so long as one considers nets instead of
sequences.

Lemma 2.1.4. Let G be a countable group. Then G satisfies the Følner condition
if and only if there is a sequence {Fn}n∈N of finite non-empty Fn ⊂ G such that

∣gFn ∪ Fn∣ / ∣Fn∣
n→∞ÐÐ→ 1

for every g ∈ G. In particular, by Lemma 2.1.3, one may choose {Fn}n∈N to be
increasing and exhaustive, i.e., Fn ⊂ Fn+1 and ∪n∈NFn = G.

We now wish to give a myriad of characterizations of the amenability of a group
(see Theorem 2.1.5 below). To that end, we recall the following customary notations.
CG is the group algebra of G, that is, the algebra formed by formal finite sums
∑agg, where ag ∈ C and g ∈ G, equipped with the product coming from extending
the product of G. If closed in the spatial norm it yields C∗

r (G), i.e., the reduced
C*-algebra of G. Meanwhile, if one closes in the maximal norm then it yields C∗(G),
the full C*-algebra of G. Moreover, representing C∗

r (G) canonically in B(`2G) and
closing it in the weak operator topology produces L(G), which denotes the von
Neumann algebra of G. Finally, C∗

u(G) stands for the uniform Roe algebra of G. The
theorem below does not pretend to be a complete enumeration of all the equivalent
characterization of the amenability of a group, since that task is almost impossible
by now (and we want to keep the text to a finite length). We, however, collect the
most important characterizations from the point of view of this thesis.

Theorem 2.1.5. Let G be a countable and discrete group. The following assertions
are then equivalent.

(1) G is amenable (see Definition 2.1.1 (1)).
(2) G satisfies the Følner condition (see Definition 2.1.1 (2)).
(3) G is not paradoxical (see Definition 2.1.1 (3)).
(4) CG is algebraically amenable (see Definition 2.1.7).
(5) C∗

r (G) is nuclear (see Definition 2.3.1).
(6) C∗

r (G) and C∗(G) are ∗-isomorphic.
(7) C∗

r (G) is quasi-diagonal (see Definition 2.3.10).
(8) C∗

r (G) embeds into Q, the universal UHF algebra.
(9) L(G) embeds into R, the hyperfinite II1 factor.
(10) C∗

u(G) admits a, necessarily amenable, trace (see Definition 2.3.7).
(11) C∗

u(G) is not properly infinite (see Definition 2.3.7).
(12) [0] /= [1] in the K0-group of C∗

u(G).
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Proof. The proof relies on results of many hands and, thus, and in order to keep it
short, we only cite the papers where each statement was proved, i.e., proving that
amenability and non-paradoxicality are equivalent notions for groups.

Regarding the algebraic characterizations, (1) ⇔ (2) is classical, and is due to
Følner in [39]. Tarski proved (1) ⇔ (3) in [106]. (1) ⇔ (4) was proven in [34] (see
also [13]).

The C*-characterizations began with the work of Connes [26], where he essen-
tially showed (1) ⇔ (9). The equivalence (2) ⇔ (5) ⇔ (6) follows from work of
Reiter and the fact that if G is amenable then the trivial representation is weakly
contained in the regular representation (see [20, Theorem 2.6.8]). More recently,
Tikuisis, White and Winter proved (1) ⇔ (7) as a corollary to the main theorem
of [107], while (1) ⇔ (8) was proved by Schafhauser in [97]. Finally, (10) and (11)
are well known to be equivalent to G being amenable, see [91] for a proof (see also [8]
for the analogue proof for metric spaces).

Remark 2.1.6. There are two main strategies to prove the equivalence between (1)
and (3).

(i) On the one hand one can use Zorn’s Lemma and a doubling argument to
produce a paradoxical decomposition from a non-Følner group, as is done in
[52, Theorem 4.4] (see [7, Theorem 2.17] for the metric space scenario and [7,
Theorem 4.6] for a linearization of this technique to the case of algebras).

(ii) On the other hand one may construct the so-called type semigroup of the
group (or, more generally, the action of the group). This, in turn, allows
to construct an invariant measure on a non-paradoxical group G, which was
the original strategy followed by Tarski in [106]. Moreover, and historically
speaking, this strategy has been used more. Indeed, the K0-group of a C*-
algebra (or, rather, an intermediate step in its construction) may be seen as a
type semigroup (see [86, 87]), and so may the Cuntz semigroup (see, e.g., [4]
and references therein). In general, and hand-waving, any semigroup resulting
from an equivalence relation given by an action of a group is, in essence, a
type semigroup. In the case of this thesis we will follow the trend and use this
strategy (see Section 4.2.1).

Using Theorem 2.1.5 we can study the class of amenable groups up to a reason-
ably detailed point. It is well known (and straightforward to prove) that both finite
and abelian groups are amenable. Moreover, amenability is preserved by taking
subgroups, short exact sequences and direct limits. Finally, free non-abelian groups
are non-amenable, as is every group with free non-abelian subgroups (see, e.g., [23,
Chapter 4]).

2.1.2 Algebraic amenability

Algebraic amenability was introduced in [44] (see also [34]) as an analogue of amenabil-
ity in the context of associative algebras. It follows the Følner characterization
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present in Definition 2.1.1, but uses finite dimensional subspaces of the algebra in-
stead of subsets of the group.

Definition 2.1.7. Let A be an associative algebra of countable dimension.

(1) We say A is algebraically amenable if for every ε > 0 and finite F ⊂ A there
is a non-zero finite dimensional subspace W ≤ A such that dim(AW +W ) ≤
(1+ε)dim(W ) for every A ∈ F . In this case, we say thatW is (F , ε)-invariant,
or that it is (F , ε)-Følner.

(2) We say A is properly algebraically amenable if for every ε > 0 and every finite
F ,A ⊂ A there is a finite dimensional W ≤ A such that A ⊂ W and W is
(F , ε)-invariant.

Observe that the definition above translates the Følner condition of groups into
the context of algebras. Likewise, one could also define the analogous notions of
invariant mean or paradoxical decomposition. However, as we won’t delve much
into those, we will skip those definitions (see [7] for a detailed account of these).

The class of algebraically amenable algebras is, as was the class of amenable
groups, plentiful. It contains every abelian algebra, every finite-dimensional algebra,
and is preserved under various constructions (see [34, 7]). There is, however, a key
difference, namely in the relation between the proper Følner condition and the non-
proper Følner condition. The following example and lemma exactly characterize
that difference (see this in contrast to Lemma 2.1.3).

Example 2.1.8. Let A be an associative algebra, and let I ≤ A be a non-zero left
ideal of finite dimension. Then A is algebraically amenable, since aI ⊂ I for all
a ∈ A. Therefore AI ⊂ I and

dim (AI + I) ≤ dim (I) ,

proving that I is a (F , ε)-invariant subspace for every F ⊂ A and ε > 0. Nevertheless,
A might not be properly algebraically amenable. Indeed, take A ∶= C⊕CF2. Then
I ∶= C⊕0 is a left ideal of finite dimension, but CF2 is not algebraically amenable (see
Theorem 2.1.5), and therefore A itself is algebraically amenable but not properly
algebraically amenable.

Lemma 2.1.9. Let A be an algebra of countable dimension. Suppose A is alge-
braically amenable but not properly algebraically amenable. Then there is some non-
zero element a ∈ A such that A ⋅ a is of finite dimension.

Proof. As in Lemma 2.1.3, we only sketch the proof, so for a complete proof see [7,
Theorem 3.9] (see also Theorem 3.1.1 below). Since A is not properly algebraically
amenable one can prove there are (F ,0)-invariant subspaces of A. Indeed, this
follows from the fact that the set of pairs {(F , ε)} is partially ordered and the fact
that the dimension of any subspace of A is a positive integer. Therefore, if a certain
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subspace is (F , ε)-invariant for a sufficiently small ε, then it must actually be (F ,0)-
invariant. From this, and taking larger and larger sets F ⊂ A, one can prove there
is some subspace W of finite dimension such that AW ⊂W . Hence any a ∈W will
satisfy the conditions in the statement.

2.2 Metric spaces
This section aims to introduce some notions about (extended) metric spaces needed
later in the thesis. Just as the previous section, we only state some basic defi-
nitions and results regarding coarse geometry (see Section 2.2.1), amenability and
property A of metric spaces (see Section 2.2.2) and groups as metric spaces (see Sec-
tion 2.2.3). As general references see [44, 76, 113] for introductory texts to metric
spaces of bounded geometry, coarse geometry and property A. In particular, see [76,
Section 1.2] for an introduction to groups as metric spaces.

For reasons that will be clear in Chapter 5 we need to deal with extended metric
spaces. These are metric spaces where two points might be at infinite distance:

Definition 2.2.1. A setX equipped with a function d∶X×X → [0,∞] is an extended
metric space if d(x,x) = 0 for all x ∈ X, d is symmetric and it satisfies the triangle
inequality, that is, for every x, y, z ∈X

d (x, z) ≤ d (x, y) + d (y, z) ,

where we use the natural convention that ∞+ d = d +∞ =∞ for any d ∈ [0,∞].

The technical issues arising from considering extended metric spaces instead of
usual metric spaces can be easily overcome in the context of this thesis. Indeed, note
that if (X,d) is an extended metric space then it decomposes into its coarse connected
components2, i.e., X = ⊔i∈IXi, where (Xi, d∣Xi) is a usual metric space. Moreover,
we aim to study some large-scale properties of X and, in this way, whenever we
say (X,d) has property P we mean to say that some (or every, depending on the
context) Xi satisfies property P. This discussion shall be clear when we get to
property A (see Definition 2.2.12).

For now we introduce some customary definitions and notations. Given a point
x ∈X and a non-negative r ≥ 0 we denote the ball of radius r centered around x by
Br(x). The following are well known (see, e.g., [76, Definition 1.2.6]).

Definition 2.2.2. Let (X,d) be an extended metric space.

(1) We say (X,d) is uniformly discrete if infx,y∈X d(x, y) > 0.

(2) We say (X,d) is locally finite if it is uniformly discrete and Br(x) is a finite
set for every r ≥ 0 and x ∈X.

2Throughout the thesis we simply call them components.
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(3) We say (X,d) has bounded geometry if it is locally finite and for every r ≥ 0
there is some m ≥ 0 such that supx∈X ∣Br(x)∣ ≤m, that is, the r-balls of X are
of uniformly bounded cardinality.

The class of metric spaces of bounded geometry encompasses many examples.
For instance, every countable group can be equipped with a unique (up to coarse
equivalence) proper and right invariant metric (see Section 2.2.3), yielding a unique
(up to coarse equivalence) metric space of bounded geometry. With a different
approach, every undirected graph may be equipped with the usual path length
metric, and the resulting metric space is of bounded geometry if and only if the
original graph has uniformly bounded valences. There are, however, metric spaces
that do not come from graphs and still are of bounded geometry, such as X ∶= {n2 ∣
n ∈ N} equipped with the metric inherited from N.

Finally, recall (see, e.g., [76, Definition 1.1.11]) that we say a metric space X
is geodesic if for any x, y ∈ X there is an isometric embedding γ∶ [0, d(x, y)] → X
such that γ(0) = x and γ(d(x, y)) = y. The image of such a γ is naturally called a
geodesic between x and y. The prime example of geodesic space, for the purposes
of this thesis, is an undirected graph equipped with the usual path metric. In this
case, the embedding γ∶ [0, d(x, y)]→X can be constructed in the obvious way.

2.2.1 Coarse geometry

Coarse geometry is the study of metric spaces from far away. It has been extensively
studied in the literature (see [89, 113, 76] for nice expositions on this topic), and, in
particular, within geometric group theory (see Section 2.2.3).

Observe that, even within the context of metric spaces of bounded geometry,
given any bounded geometry space (X,d) there are numerous metric spaces that
look like X from far away. The two following definitions try to mimic this idea of
observing a metric space from far away, and both will yield equivalence relations in
the class of metric spaces of bounded geometry. Even though within the literature
one usually studies non-extended metric spaces, for the purposes of this thesis we
have to deal with infinite distances, and must therefore slightly adapt the notions.

Definition 2.2.3. Let (X,dX) and (Y, dY ) be two extended metric spaces, and let
φ∶X → Y be a map between them.

(1) Given l ≥ 1 and c ≥ 0 we say that φ is an (l, c)-quasi-embedding , or quasi-
isometric embedding, if for every x1, x2 ∈X

l−1dX (x1, x2) − c ≤ dY (φ (x1) , φ (x2)) ≤ l dX (x1, x2) + c.

(2) Given r ≥ 0 we say φ is r-quasi-surjective if dY (y, φ(X)) ≤ r for every y ∈ Y .

(3) We say that φ is a quasi-isometry if it is an (l, c)-quasi-embedding and r-quasi-
surjective for some l, r, c. Likewise, we say that X and Y are quasi-isometric
if there is a quasi-isometry between them.
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Note that in (1) above we are implicitly using the natural convention that l±1 ⋅∞±
c =∞. This means that whenever dX(x1, x2) =∞ (i.e., x1 and x2 belong to different
components of X), then dY (φ(x1), φ(x2)) =∞. Equivalently, a quasi-embedding of
X into Y must respect the components of X. Moreover, if we consider more general
control functions in the bounds of Definition 2.2.3 (1) we produce the notion of
coarse equivalence (see [76, Section 1.4]).

Definition 2.2.4. Let (X,dX) and (Y, dY ) be two extended metric spaces, and let
φ∶X → Y be a map between them.

(1) We say that φ is a coarse embedding if there are functions ρ−, ρ+∶ [0,∞]→ [0,∞]
such that

ρ± (r)
r→∞ÐÐ→∞ and ρ± (∞) =∞

and such that for every x1, x2 ∈X

ρ− (dX (x1, x2)) ≤ dY (φ (x1) , φ (x2)) ≤ ρ+ (dX (x1, x2)) .

(2) We say that φ is a coarse equivalence if it is a quasi-surjective coarse embed-
ding. Likewise, we say that X and Y are coarsely equivalent if there is a coarse
equivalence between them.

It follows from the definitions that quasi-isometric spaces must also be coarsely
equivalent. The reverse implication, however, is not true in general. Indeed, {n2}n∈N
and {n3}n∈N are coarsely equivalent but are not quasi-isometric, as is easily proven.
Nevertheless, the two conditions are actually equivalent in a large class of examples,
including the examples coming from finitely generated semigroups, which will be the
ones we shall be interested in. See [76, Theorem 1.4.13] for a proof of the following.

Proposition 2.2.5. Let X and Y be metric spaces, and let φ∶X → Y be a coarse
equivalence. If X is quasi-isometric to a geodesic space, then φ is actually a quasi-
isometry. In particular, the class of quasi-isometries and the class of coarse equiva-
lences between undirected graphs are the same.

Recall, as well, the notion of coarse disjoint union (see [76, Example 1.4.12]).

Definition 2.2.6. Let {(Xi, di)}i∈I be a collection of metric spaces. A coarse disjoint
union of {(Xi, di)}i∈I is the set X = ⊔i∈IXi equipped with any metric d extending
every di and such that

d (Xi,Xj)
i,j→∞ÐÐÐ→∞,

that is, for every p ∈ N there is some finite K ⊂ I such that if i, j /∈K and i ≠ j then
d(Xi,Xj) ≥ p.

Observe that we say a instead of the coarse disjoint union since there may be
more than one metric as above, and therefore X is not uniquely determined. For
instance, the metric space {n2}n∈N equipped with the metric coming from N is a
coarse disjoint union of countably many points.
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2.2.2 Amenability and property A

As was the case for groups (see Section 2.1.1), one can say when a metric space is
amenable, satisfies the Følner condition or is paradoxical. The first of these defini-
tions appeared in [44], and is based on the idea of a Følner set being a set with small
boundary. The others appeared in later work, for instance see [21, 8] for a detailed
study of their relation. Recall that the r-boundary of a subset A ⊂X is

∂rA ∶= {x ∈X ∣ d (x,A) ≤ r and d (x,X ∖A) ≤ r} ,

that is, ∂rA is the set of points close to A and to its complement. Analogously one
may define the r-neighborhood of a set A ⊂X as

NrA ∶= {x ∈X ∣ d (x,A) ≤ r} .

It is clear that ∂rA ⊂ NrA.
Note that metric spaces are static objects and, hence, we need to introduce some

dynamics in them to be able to say when a metric space is amenable. In this case,
the dynamics are given by so-called partial translations : given A,B ⊂ X, we say a
bijection t∶A→ B is a partial translation when

sup
a∈A

d (a, t (a)) <∞,

that is, when t is isometric up to a uniformly local perturbation. With this at hand,
we can now translate the notion of invariant measure to the setting of metric spaces.

Definition 2.2.7. Let (X,d) be an extended metric space.

(1) An invariant measure on X is a finitely additive probability measure µ on X
such that µ(A) = µ(B) for every partial translation t∶A→ B.

(2) X satisfies the Følner condition if for every r, ε > 0 there is some finite non-
empty F ⊂X with small r-neighborhood, that is, ∣NrF ∣ ≤ (1 + ε)∣F ∣.
We say X satisfies the proper Følner condition if for every n, r, ε > 0 there is
some finite (r, ε)-Følner set as above such that ∣F ∣ ≥ n.

(3) A paradoxical decomposition of X is a partition X = X1 ⊔ X2 with partial
translations ti∶X →Xi.

Of course, the latter notions can be proven to be equivalent. The proof is sur-
prisingly similar to that of the group case (see Theorem 2.1.5). For a proof of the
following see [21, Theorems 25, 32] and [8, Theorem 4.6].

Theorem 2.2.8. Let (X,d) be an extended metric space of bounded geometry. Then
the following conditions are equivalent:

(1) (X,d) has an invariant measure.
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(2) (X,d) satisfies the Følner condition.
(3) (X,d) is not paradoxical.
(4) The algebra Cu,alg(X,d) is algebraically amenable (see Section 2.3.3).
(5) The uniform Roe algebra C∗

u(X,d) admits a, necessarily amenable, trace.
(6) The uniform Roe algebra C∗

u(X,d) is not properly infinite.
(7) [0] /= [1] in the K0-group of C∗

u(X,d).

We, therefore, may say that an extended metric space is amenable when it sat-
isfies any of the equivalent conditions in Theorem 2.2.8. Using the Følner-type
characterization (2) above one can then prove that the amenability of a space is a
quasi-isometric invariant (see Theorem 5.3.5 for a similar proof in the context of
inverse semigroups).

Proposition 2.2.9. Let (X,dX) and (Y, dY ) be two quasi-isometric extended metric
spaces of bounded geometry. If Y is amenable, then so is X.

As with the case for groups and algebras, one might be interested in the dif-
ference between the proper Følner condition and the usual Følner condition. Ex-
tended metric spaces, in that regard, behave similarly to algebras. In particular,
see Lemmas 2.1.3 and 2.1.9 and compare them with the next Example 2.2.10 and
Lemma 2.2.11.

Example 2.2.10. Let (N,dN) be a non-amenable metric space, such as the Cayley
graph of a non-abelian free group. Consider the extended metric space X ∶= N ⊔{p},
where p /∈ N , equipped with the extended metric d(p,N) =∞ and d∣N = dN . It then
follows that X is an amenable metric space, with Følner set given by {p} or invariant
measure given by µ = δp. However, it does not satisfy the proper Følner condition,
because, if it did, then N would amenable. The next proposition in fact shows that
this is the only possible case, for a proof see [7, Corollary 2.20].

Lemma 2.2.11. Let (X,d) be an extended metric space. Suppose X is Følner but
not properly Følner. Then X decomposes as X = Xg ⊔Xb, where Xg is finite, Xb is
non-amenable and Xg and Xb are at infinite distance of each other.

Property A is a metric property of a space that can be seen as a weak version
of amenability (cf., [76, Proposition 4.1.4]). This point of view, however, is not
convenient for this thesis. Indeed, Yu introduced property A in [119] as a non-
equivariant amenability and, therefore, property A is a weak version of amenability.
However, this is no longer true for the metric space scenario, where the relation
between these two notions is more intricate, for there are non-amenable property
A spaces and non-property A amenable spaces, see Section 5.4.5. See, for example,
[89, 76, 113] and references therein for a comprehensive introduction to the topic.

Definition 2.2.12. Let (X,d) be a metric space of bounded geometry. Likewise,
let {(Xe, de)}e∈E be a family of metric spaces of bounded geometry.
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(1) X has property A if for every r, ε > 0 there is c > 0 and ξ∶X → `1(X) such that:

(a) For every x ∈X the function ξx is positive, has norm 1 and its support is
contained in Bc(x), the ball of center x and radius c.

(b) ∣∣ξx − ξy ∣∣1 ≤ ε for every x, y ∈X such that d(x, y) < r.

(2) The family {(Xe, de)}e∈E has uniform property A if every (Xe, de) has property
A with uniformly bounded constants ce > 0, i.e., supe∈E ce <∞.

It is not customary to do so, but we introduced uniform property A in Defi-
nition 2.2.12 since it will be useful for us when considering property A for inverse
semigroups. In that scenario the metric space decomposes into its connected com-
ponents, and each one comes naturally equipped with a label e ∈ E, for a certain
set E. Moreover, we want to remark that the existence of both ξ and c is essential.
Indeed, one might think that the constant is not crucial but, as far as the author
knows, every construction of a non-A space actually constructs a sequence of spaces
{Xe}e∈E whose coarse disjoint union is not A in the sense that the constants ce are
arbitrarily large. For instance, a coarse disjoint union of graphs of large girth and
bounded degree does not have property A (see [114] or [76, Theorem 4.4.9]). In the
same vein see [75] and [76, Theorem 4.5.3] for a proof that the coarse disjoint union
of {Gn}n∈N, where G is a finite group of order at least 2, does not have property A.

Historically, property A was introduced as a sufficient condition to ensure that
(X,d) coarsely embeds into a Hilbert space (see [76, 89, 119] and the survey [113]).
For a proof of the following see, for instance, [76, Theorem 5.2.4].

Proposition 2.2.13. Any uniformly discrete metric space with property A coarsely
embeds into a Hilbert space.

The latter sufficient condition is a particularly interesting notion in the context
of the so-called Baum-Connes conjecture since it is well known (see [119]) that any
group that coarsely embeds into a Hilbert space satisfies the Baum-Connes conjec-
ture with coefficients. To conclude this utterly brief and very incomplete introduction
to property A we recall a few elementary facts about property A, the first of which
states that it is a coarse invariant. See [119] (or [76, Theorem 4.1.6]) for a proof of
the following.

Proposition 2.2.14. Let X,Y be coarsely equivalent metric spaces of bounded ge-
ometry. If Y has property A, then so does X.

The last result we state in this section is the following C∗-characterization of
property A, by means of the uniform Roe algebra of the metric space. Note that
the analysis carried out in Section 5.3.2 is heavily influenced by the following result.

Theorem 2.2.15. Let (X,d) be a metric space of bounded geometry. The following
assertions are equivalent:

(1) X has property A.
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(2) The uniform Roe algebra C∗
u(X,d) is nuclear.

(3) The uniform Roe algebra C∗
u(X,d) is exact.

(4) The uniform Roe algebra C∗
u(X,d) is locally reflexive (see [94]).

(5) X satisfies the operator norm localization property (see [24]).

Proof. The proof relies on several different results and for this reason we only cite
the papers where each implication was first proven. The equivalence between (1)⇔
(2) was proven in [100] (see also [20, Theorems 5.1.6 and 5.5.7]). Implications (2)⇒
(3) ⇒ (4) hold in general. Moreover, Sako proved in [93] that (1) ⇔ (5) and, then,
in [94] that (4) implies (5).

2.2.3 Groups as metric spaces

One of, if not the, most important classes of metric spaces is the one coming from
countable groups, which we assume to be discrete and countable throughout the
text. Indeed, it is well known (see [89, 76] or Proposition 2.2.17 below) that any
such group may be endowed with a proper and right invariant metric d that is
unique up to coarse equivalence.

Definition 2.2.16. Let G be a (non-necessarily finitely generated) countable and
discrete group. Let d∶G ×G→ [0,∞) be a metric.

(1) We say d is proper if, for every positive r > 0 and every x ∈ G, the r-ball of
(G,d) centered around x is finite.

(2) We say d is right invariant if d(xg, yg) = d(x, y) for every x, y, g ∈ G.

Proposition 2.2.17. Let G be a countable and discrete group. Then G has a proper
and right invariant metric d. Moreover, if d′ is any other proper and right invariant
metric on G then the identity map id∶ (G,d)→ (G,d′) is a coarse equivalence.

Proof. From the countability of G one may find finite and symmetric subsets Γn ⊂ G
such that {Γn}n∈N is increasing (i.e., Γn ⊂ Γn+1), is exhausting (i.e., G = ∪n∈NΓn) and
ΓnΓm ⊂ Γn+m for every n,m ∈ N. Then let Γ0 ∶= {1} and consider the distance:

d∶G ×G→ [0,∞) , where d (g, h) ∶= min{n ∈ N such that hg−1 ∈ Γn} .

It is routine to show that d is a right invariant metric. Therefore any r-ball Br(g) is
isometric to Br(1) = Γr, which is finite by assumption and, hence, d is proper. For
the second statement, given r ≥ 0 let

ρ− (r) ∶= min{d′ (g, h) where g, h ∈ G and d (g, h) ≤ r}
ρ+ (r) ∶= max{d′ (g, h) where g, h ∈ G and d (g, h) ≤ r}
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It is then not hard to prove that ρ−, ρ+ witness the coarse equivalence of the identity
map id∶ (G,d)→ (G,d′), that is, ρ−(r)→∞ as r grows and for every g, h ∈ G

ρ− (d (g, h)) ≤ d′ (g, h) ≤ ρ+ (d (g, h)) .

Example 2.2.18. The first example of a proper and right invariant metric comes
from considering the case when G is finitely generated, say G = ⟨K⟩, where K =K−1

is finite. Then one can construct the (left) Cayley graph of G with respect to K, that
is, the graph Cay(G,K) with vertex set G, where x, y ∈ G are joined by an edge
labeled by k ∈ K if kx = y. If K is symmetric, generating and finite then the graph
Cay(G,K) is undirected, connected and ∣K ∣-regular. Moreover, d is right invariant,
since for all x, y, g ∈ G

d (x, y) = d (1, yx−1) = d (1, yg (xg)−1) = d (xg, yg) .

Therefore, by Proposition 2.2.17, the path length metric of the Cayley graph is
the unique (up to coarse equivalence) proper and right invariant metric on G. In
Figure 2.1 and Figure 2.2 we depict several classical examples of Cayley graphs of
various groups. Note that, by Proposition 2.2.17, the coarse geometry of G does not
depend on the choice of the generating set K and, therefore, the two depictions of Z
in Figure 2.1 are coarsely equivalent (and even quasi-isometric by Proposition 2.2.5
or by common sense).

. . .. . .Z = ⟨±1⟩
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Figure 2.1: Cayley graphs of Z with respect to the generating sets {±1}
and {±2,±3} and Z2 with respect to the generating set {(±1,0) , (0,±1)}.

Having equipped any countable and discrete group with a proper and right invari-
ant metric we go onto studying the two coarse invariant properties mentioned earlier,
namely amenability (see Definition 2.1.1) and property A (see Definition 2.2.12). In
particular, one may see a group G as an algebraic object and study its amenability,
or one may see it as a large-scale geometry object and study its metric amenability.
The following, whose proof is routine, states that these two points of view coincide.

Proposition 2.2.19. Let G be a countable and discrete group. Then G is amenable
as a group if and only if it is amenable as a metric space (when equipped with its
unique proper and right invariant metric).
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F2 = ⟨a±1, b±1⟩

Figure 2.2: Cayley graph of the non-abelian free group on two generators
F2 with respect to the usual generating set {a±1, b±1}.

The rest of the section aims to introduce property A in the case of groups (and
their related metric spaces). First of all, note that property A groups exist in
abundance:

Proposition 2.2.20. Both amenable groups and free groups have property A.

Proof. We only sketch the proofs.
Given r, ε > 0, the set F ⊂ G of elements of G of length not greater than r is

finite. By the Følner characterization of amenable groups (see Theorem 2.1.5 (2))
there is a finite (F , ε)-invariant subset F ⊂ G containing the identity 1 ∈ G. Consider
then the uniform measure given by ζx ∶= 1Fx/∣F ∣, where 1Fx denotes the characteristic
function of Fx ⊂ G. It is clear that ζx is a positive, norm 1 element of `1G. Moreover
supp(ζx) ⊂ Fx which, in turn, is contained in a finite ball around x ∈ G. Finally,
following the left invariance of the Følner set F , one may prove that ∣∣ζx − ζy ∣∣ ≤ ε
whenever x, y ∈ G are closer than r.

The proof that free groups (and, more generally, trees) have property A is con-
tained in [76, Example 4.1.5], but the idea is simple enough to describe it. Let T
be an infinite tree. Choose an arbitrary vertex v ∈ T and an infinite geodesic ray ω
starting at v. For any other vertex x ∈ T there is a unique geodesic ray ωx starting
at x and such that ω ∩ ωx is infinite. Thus, given r, ε > 0 let n ≤ r/ε and choose ζx
to be the normalized characteristic function of the set containing the first n vertices
of ωx. One can then see that ζx witnesses the property A of T .

As was the case for the class of amenable groups, the class of property A groups is
preserved under various constructions (see [76, Chapter 4]). Even though it was open
for some time whether every countable group had property A it turned out that not
every group does. The first proof of the existence of non-property A groups was given
by Gromov in [45] and then by Osajda in [78] (see also [113]). These constructions
are quite involved, due to the rigid nature of groups, and normally involve small
cancellation properties and the existence of coarsely embedded expanders in the
Cayley graph of the group. For the purposes of this text the main interest of
property A is the following characterization, proven, mainly, by Ozawa [79] (see
also [20, Theorems 5.1.6 and 5.5.7]). Note this is a particular case of Theorem 2.2.15.
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Theorem 2.2.21. Let G be a countable and discrete group. The following are
equivalent:

(1) G has property A.
(2) The uniform Roe algebra C∗

u(G) is nuclear.
(3) The reduced group C*-algebra C∗

r (G) is exact.

Remark 2.2.22. Observe that the range of Theorem 2.2.21 is not the whole class of
metric spaces, not even the whole class of undirected and connected graphs. Indeed,
not every undirected graph appears as a Cayley graph of some finitely generated
group. For instance, the half line N is not the Cayley graph of any group.

2.3 Operator algebras
Yet again the present section aims to introduce another topic vastly used along the
thesis, this time C*-algebras. There are numerous reference texts for this but we
mostly follow the conventions used by Brown and Ozawa in [20]. Moreover, we
shall keep the discussion mostly to the basics. A C*-algebra A is an involutive
Banach algebra that satisfies the so-called C*-identity, that is, ∣∣a∣∣2 = ∣∣a∗a∣∣ for
every a ∈ A. All the maps between algebras we deal with here are considered
linear and *-preserving. Moreover, by representation of an algebra A we mean a
*-homomorphism from A into B(H), the algebra of bounded linear operators on
a complex Hilbert space H. A trace on A is a positive linear map τ ∶A → C such
that τ(ab) = τ(ba), where a, b ∈ A. We say τ is normalized at p, where p ∈ A
is an orthogonal projection (i.e., p = p2 = p∗) if τ(p) = 1. Observe that, unless
otherwise specified or obviously false, by trace we mean bounded trace. In addition,
see Definition 2.3.7 below for two remarkable classes of traces.

The class of C*-algebras includes many interesting examples and constructions.
As is well known, a C*-algebra A is commutative if and only if A = C0(X), that
is, A is the algebra of continuous functions on X that vanish at infinity, where X
is a locally compact Hausdorff space (the spectrum of A). Moreover, if A is unital
then X is compact (and reciprocally). On the other extreme we have the full matrix
algebras Mn, where n ∈ N, which are naturally equipped with the usual tracial state
trn. In the following, trn denotes the normalized trace of Mn, while Tr denotes
the non-normalized trace, i.e., Tr(1n) = n where 1n is the identity matrix of rank n.
Observe that Tr extends to an unbounded trace in B(H). Another algebra of interest
is K(H), the C*-algebra of compact operators on a separable Hilbert space. By the
GNS representation (see, e.g., [20]), every C*-algebra can be faithfully represented
in some B(H), where H may be assumed separable in case A is separable. Given a
*-linear map ϕ∶A→ B between C*-algebras recall that we say ϕ is

• contractive when ∣∣ϕ(a)∣∣ ≤ ∣∣a∣∣ for every a ∈ A.
• positive when it takes the cone of positive elements of A into the cone of

positive elements of B, that is, ϕ(a∗a) ≥ 0 for every a ∈ A.
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• completely positive when every amplification of ϕ is positive, i.e.,

ϕ(n)∶Mn(A)→Mn(A),

defined entry-wise, is a positive map for every n ∈ N.

As is well known, the representation theory in the context of C*-algebras needs
not be as rich as one would like. It is hence customary to study contractive and
completely positive maps (c.c.p.) instead of homomorphisms. However, by Stine-
spring’s representation theorem (see [20, Theorem 1.5.3]), every c.c.p. map can be
represented as a contraction of a homomorphism between, maybe, larger algebras
(see [20, Theorem 1.5.3] for details).

Recall that an element a ∈ A is a partial isometry if a∗a is a projection (equiva-
lently, if aa∗ is a projection). Finally, recall that, given n ∈ N, the Cuntz algebra On
is the universal C*-algebra generated by isometries {si}ni=1 subject to the relations
sis∗i sjs

∗
j = 0 whenever i ≠ j and ∑ni=1 sis

∗
i = 1. Observe that O2, for instance, can be

represented in B(`2N) via the operators

s1en ∶= e2n and s2en ∶= e2n+1,

where {en}n∈N denotes the canonical orthonormal basis of `2N.
The rest of the section introduces several different approximation properties for

C*-algebras, namely nuclearity and exactness in Section 2.3.1; and hypertraciality
and quasi-diagonality in Section 2.3.2. Lastly, in Section 2.3.3 we give a survey of
known results between these approximation properties and some other approxima-
tion properties for certain particular constructions, namely group C*-algebras and
uniform Roe algebras.

2.3.1 Nuclearity and exactness

Nuclearity and exactness of a C*-algebra have been extensively studied and, there-
fore, we do not plan on covering every topic here. We just recall some known (albeit
not basic) facts about exact and nuclear algebras. The proof of most of the following
results can be found in [20, Chapter 2].

Definition 2.3.1. Let A,B be separable C*-algebras.

(1) A homomorphism φ∶A→ B is nuclear if, and only if, it approximately factors
through finite-dimensional algebras, that is, there is a sequence of positive
numbers k(n) ∈ N and c.c.p. maps ϕn∶A→Mk(n) and ψn∶Mk(n) → B such that
for every a ∈ A

∣∣φ (a) − ψn ○ ϕn (a)∣∣
n→∞ÐÐ→ 0.

(2) The C*-algebra A is nuclear if the identity map id∶A→ A is nuclear.
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(3) The C*-algebra A is exact when any of its faithful representations is nuclear
(as an inclusion map into B(H)).

Observe that any nuclear C*-algebra is also exact. Moreover, while exactness
passes to sub-C*-algebras in general, nuclearity does not. Indeed, the uniform Roe
algebra (see Section 2.3.3) of the free group F2 is nuclear (see Theorem 2.2.15), while
the reduced C*-algebra of F2 is not (see Theorem 2.1.5). In general, the difference
between exactness and nuclearity is the target of the maps ψn in Definition 2.3.1
above. Indeed, for arbitrary exact algebras one cannot force the image of ψn to be
contained in A.

The class of nuclear C*-algebras encompasses many interesting examples. For
instance, one may use a partition of unity argument to prove that every abelian
algebra is nuclear. More generally, every subhomogeneous C*-algebra is nuclear:

Proposition 2.3.2. Let q > 0 and let X be a locally compact Hausdorff space. Every
C*-subalgebra A ⊂ C0(X)⊗Mq is nuclear.

Proof. Observe that every irreducible representation of A is of dimension, at most,
q and, thus, A is subhomogeneous (see [20, Definition 2.7.6]). Hence A is nuclear
by [20, Proposition 2.7.7].

Moreover, in order to check the nuclearity of a certain C*-algebra one needs
only check whether the identity map factors through another nuclear algebra, not
necessarily a finite dimensional full matrix algebra.

Proposition 2.3.3. A C*-algebra R is nuclear if and only if for every finite F ⊂ R
and ε > 0 there is a nuclear C*-algebra A and completely positive and contractive
maps ϕ∶R → A and ψ∶A→ R such that ∣∣ψ ○ ϕ(a) − a∣∣ ≤ ε for every a ∈ F .
Proof. The claim follows applying the nuclearity of A and an ε/2-argument.

The following is a deep theorem, proven by Kirchberg and Phillips (see [54,
Theorem 2.8]), and then used multiples times in the literature. Note that, since
exactness passes to subalgebras, one direction below amounts to proving that O2 is
exact, which is well known.

Theorem 2.3.4. A separable C*-algebra A is exact if and only if it embeds into O2.

Exact algebras, however, were not initially introduced as in Definition 2.3.1.
Indeed, the following well known fact was initially proven by Kirchberg (for a proof
see [20, Theorem 3.9.1]).

Theorem 2.3.5. A C*-algebra A is exact if and only if for every C*-algebra B and
every ideal J ◁B the sequence 0→ J ⊗A→ B ⊗A→ (B/J)⊗A→ 0 is exact.

In the same vein, nuclear algebras may be characterized as the ones whose alge-
braic tensor product with any other C*-algebra has a unique C*-norm. Note that
the following result again immediately implies that nuclear algebras are exact, since
the maximal tensor product preserves exact sequences. As usual, for a proof see [20,
Theorem 3.8.7].
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Theorem 2.3.6. A C*-algebra A is nuclear if and only if the algebraic tensor prod-
uct A⊙B has a unique C*-norm for any C*-algebra B.

2.3.2 Traces and Følner-type approximations

Amenability for groups (see Section 2.1 and, in particular, Theorem 2.1.5) has many
generalizations to the context of C*-algebras. Many of these notions, such as nu-
clearity or quasi-diagonality, turn out to no longer be related in the C*-scenario,
while others, such as hypertraciality and proper infiniteness, do keep a close re-
lation. This section aims to provide all the necessary definitions, and state some
important results about these notions.

The study of amenability in operator algebras3 was first considered by Connes
in his seminal work [26], where he essentially translated the group-theoretic Følner
condition into the operator algebra case, see Definition 2.3.7 (2), and related it with
the existence of a certain invariant trace, see Definition 2.3.7 (1) below. This relation
was then made explicit by Bédos in [14, 15], where he also studied applications of
these approximations to the study of the spectrum of the positive operators within
the algebra (see, e.g., [14, Theorem 1.3]). Item (3) in the definition below goes back
to the original work of Murray-von Neumann on, for instance, type III algebras. For
further references and motivations see [6, 8, 9, 20] and references therein.

Definition 2.3.7. Let A ⊂ B (H) be a unital C*-algebra of bounded linear operators
on a complex separable Hilbert space H. A state is a positive and linear functional
on A with norm one (it is, in particular, normalized).

(1) A state τ on A is called an amenable trace if there is a state φ on B(H)
extending τ , i.e., φ∣A = τ , and satisfying

φ (at) = φ (ta)

for every a ∈ A and t ∈ B(H). In this case, the state φ is called a hypertrace.
A C*-algebra A is a called hypertracial if it has a hypertrace.4

(2) A satisfies the Følner condition if for every ε > 0 and every finite F ⊂ A there
is a non-zero finite rank orthogonal projection p ∈ B(H) such that ∣∣pa−ap∣∣2 ≤
ε∣∣p∣∣2 for every a ∈ F , where ∣∣ ⋅ ∣∣2 denotes the Hilbert-Schmidt norm.

(3) A projection p ∈ A is properly infinite if there are v,w ∈ A such that p = v∗v =
w∗w ≥ vv∗ +ww∗. Note that, in this case, the range projections vv∗ and ww∗

are necessarily orthogonal. The algebra A is called properly infinite when its
identity 1 ∈ A is properly infinite.

3Connes studies von Neumann algebras in [26], but his computations can also be carried out in
the C*-case.

4Hypertracial C*-algebras are also called Følner C*-algebras within the literature, see for exam-
ple [6, 8]. However, the difference between hypertrace are amenable trace are customary (see [20,
Section 6.2], for instance).



Chapter 2. Mathematical background and preliminaries 43

We first wish to establish the relation between the latter notions since, as in the
group case, they are closely related.

Theorem 2.3.8. Let A be a unital separable C*-algebra. Then the following are
equivalent:

(1) There is a faithful representation π∶A → B(H) such that π(A) satisfies the
Følner condition.

(2) There is a non-zero representation π∶A→ B(H) such that π(A) has an amenable
trace.

(3) For every ε > 0 and every finite F ⊂ A there is a unital completely positive
map ϕ∶A→Mk, where k > 0, such that for all a, b ∈ F

∣∣ϕ (ab) − ϕ (a)ϕ (b)∣∣2,tr ≤ ε

where ∣∣m∣∣2,tr ∶= tr((m∗m)1/2).

Proof. The proof virtually boils down to the work of Connes [26]. For a more recent
proof see, for instance, [20, Theorem 6.2.7] and [6, Theorem 4.3].

The main relation we want to point out between hypertraciality and nuclearity
is the following well known fact. For a proof of the following see, e.g., [20, Proposi-
tion 6.3.4].

Proposition 2.3.9. Every trace on a unital and nuclear C*-algebra is amenable.

Observe that one of the most important results in the study of C*-algebras of
the last decade, namely the Tikuisis-White-Winter theorem (see Theorem 2.3.11), is
actually a strengthening (modulo the UCT assumption) of the above result. Indeed,
note that quasidiagonal traces (see Definition 2.3.10) are, in particular, amenable.
However, obtaining a 2-norm approximation is, in general, much easier than ob-
taining a norm approximation. On the one hand, for the former one may resort
to the work of Connes and deduce the existence of such Følner sequence from the
uniqueness of the hyperfinite II1 factor. Meanwhile, the latter requires a much more
delicate study, be it in terms of spectral manipulation (as in [77, 107, 40]) or in terms
of the study of the associated KK-groups (as in [96]).

Quasidiagonality was introduced by Halmos in [47] for a single operator. He
introduced it in relation with the invariant subspace problem in operator theory,
but it has found great many uses in operator algebras. From [47, Section 4], we say
t ∈ B(H) is quasidiagonal if and only if there is a sequence {pn}n∈N of finite-rank or-
thogonal projections strongly converging to the identity operator and asymptotically
commuting with t.

Using the above notion of quasidiagonal operator one can say that a concretely
defined C*-algebra A ⊂ B(H) is quasidiagonal if all its elements share such an asymp-
totically commuting sequence of projections {pn}n∈N (see, e.g., [28, Chapter IX.8]).
This definition has the handicap of being, a priori, dependent on the representation



Chapter 2. Mathematical background and preliminaries 44

of the algebra. One can overcome this by using what is nowadays the customary
definition of a quasidiagonal algebra, due to Voiculescu [111, 112] (see also [20,
Definition 7.7.1]).

Definition 2.3.10. Let A be a separable C*-algebra and τ a trace on A.

(1) We say A is quasidiagonal if for every ε > 0 and finite F ⊂ A there is some k > 0
and completely positive and contractive map ϕ∶A → Mk such that ∣∣ϕ(a)∣∣ ≥
∣∣a∣∣ − ε and ∣∣ϕ(ab) − ϕ(a)ϕ(b)∣∣ ≤ ε for all a, b ∈ F .

(2) We say τ is quasidiagonal if for every ε > 0 and finite F ⊂ A there is some
c.c.p. map ϕ∶A→Mk as in (1) such that ∣τ(a)− trk(ϕ(a))∣ ≤ ε for every a ∈ F .

As has been mentioned in the discussion following Proposition 2.3.9, quasidiag-
onal traces are always amenable, since the 2-norm approximation appearing in Def-
inition 2.3.7 is weaker than the norm approximation appearing in Definition 2.3.10
above. However, it turns out that one may obtain a norm approximation when the
algebra is nuclear and has a faithful trace. The following is a deep and important re-
sult, whose proof can be found in [107, Theorem A], along with the precise definition
of UCT.

Theorem 2.3.11. Let A be a separable nuclear C*-algebra satisfying the UCT. Then
any faithful trace on A is quasi-diagonal.

The Tikuisis-White-Winter theorem above was generalized to exact algebras (in-
stead of nuclear ones) by subsequent work of Gabe (see [40]), where he essentially
used the same method of proof to show that it is enough to suppose the algebra is
exact and the trace amenable. Moreover, Schafhauser proved the same result in [96],
this time using some techniques coming from KK-theory. Note that in all of these
proofs the UCT assumption is essential, at least when it comes to the proof itself.
Whether the UCT assumption is necessary is an open problem within the literature
at the time of the writing of the thesis.

Theorem 2.3.12. Let A be a separable exact C*-algebra satisfying the UCT. Then
any faithful amenable trace on A is quasi-diagonal.

Observe that the amenability assumption in the trace in the theorem above is
essential. Indeed, the reduced group algebra C∗

r (F2) of the free group on two gener-
ators is an exact UCT algebra with a canonical faithful trace. However, that trace
cannot be amenable or quasidiagonal, since the group F2 is not amenable. In partic-
ular, the following follows from Theorem 2.3.11, and solved the so-called Rosenberg’s
conjecture (see the appendix of [46]). Furthermore, note that the amenability of the
group follows from the quasidiagonality of the algebra by an standard argument. It
is the other direction the one that requires a much more delicate study.

Theorem 2.3.13. A discrete group is amenable if and only if its reduced C*-algebra
is quasidiagonal.
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2.3.3 C*-algebras associated to groups and metric spaces

The present section is dedicated to introduce several classical examples of C*-
algebras coming from (countable and discrete) groups and from locally finite ex-
tended metric spaces. These C*-algebras have already appeared in results previously
stated (such as Theorem 2.1.5 or Theorem 2.2.8), but we define them here.

Given a countable and discrete group G, the group algebra of G is the set CG
of formal finite sums ∑g agg, where g ∈ G and ag ∈ C. Given two such expressions
∑g ag,∑h bhh ∈ CG, their sum is defined in the obvious way, while their product is
defined by

(∑
g∈G

agg) ⋅ (∑
h∈G

bhh) ∶=∑
g,h

agbhgh = ∑
s∈G

(∑
g∈G

agbg−1s) s,

that is, the product in CG extends linearly the product in G. The algebra CG can
then be represented in the Hilbert space `2G (i.e., the space of square-summable
functions from G to C) via the left regular representation of G, that is, the map
λ∶G → B (`2G) defined by (λg(f)) (h) ∶= f (g−1h), where f ∈ `2G and g ∈ G. It is
routine to show that λg is a unitary operator on `2G for every g ∈ G. Moreover,
letting {δx}x∈G ⊂ `2G be the canonical orthonormal basis of `2G, one can see that
λgδx = δgx. The reduced C*-algebra of G is the C*-algebra generated by the image
of λ, that is:

C∗
r (G) ∶= C∗ ({λg}g∈G) ⊂ B (`2G) .

Alternatively, one may see C∗
r (G) as the completion of CG in the norm ∣∣ ⋅ ∣∣s given by

λ. However, the norm ∣∣ ⋅ ∣∣s needs not be the only C*-norm on CG. Indeed, one may
alternatively construct the maximal norm ∣∣ ⋅ ∣∣m and close CG in that norm, yielding
the full C*-algebra of G, denoted by C∗(G). As we noted back in Theorem 2.1.5, the
algebras C∗

r (G) and C∗(G) are isomorphic precisely when the group G is amenable.
Following the above regular representation of G one may define a natural action

of G on `∞(G) and form a crossed product `∞(G) ⋊r G. Indeed, for any f ∈ `∞(G)
and g ∈ G let (gf)(h) ∶= f(g−1h), and let

`∞ (G) ⋊r G ∶= C∗ ({f ⊗ λg ∣ f ∈ `∞G,g ∈ G}) ⊂ B (`2G⊗ `2G) .

Working within B(`2G), which is something we will rarely not do, one may alterna-
tively consider the uniform Roe algebra RG of G, which is the C*-algebra generated
by {λg}g∈G and `∞(G) viewed as multiplication operators in `2G, i.e.,

RG ∶= C∗({λg ∣ g ∈ G} ∪ `∞(G)) ⊂ B (`2G) .

It is straightforward to check that these two algebras are, in fact, isomorphic.
We now recall the construction and some basic properties of the uniform Roe

algebra C∗
u(X,d) of an extended metric space (X,d). We refer to [89, 20, 76, 103, 8,

18] for proofs and additional motivation in the context of metric spaces. Given an
extended metric space of bounded geometry (X,d), the propagation of a bounded
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and linear operator t ∈ B(`2X) is defined by

p(t) ∶= sup{d(x, y) ∣ x, y ∈X and ty,x = ⟨δy, tδx⟩ ≠ 0}

and t has bounded propagation if p(t) < ∞. The uniform Roe algebra C∗
u(X,d) is

the C∗-algebra generated by the *-algebra C∗
u,alg(X,d) of operators with bounded

propagation. For instance, recall that any countable and discrete group G may be
endowed with a proper and right-invariant metric d. Using this construction, one
may consider the uniform Roe algebra of G:

C∗
u (G) ∶= C∗ ({t ∈ B (`2G) ∣ p (t) <∞}) ⊂ B (`2G) .

We end the section with the following known theorem, which states that the var-
ious versions of the uniform Roe algebra of a group coincide. For a proof see, for
instance, [20, Proposition 5.1.3].

Theorem 2.3.14. Let G be a countable and discrete group. Then, using the notation
above:

`∞ (G) ⋊r G ≅RG ≅ C∗
u (G) .

The usefulness of the above theorem resides on the fact that each of the descrip-
tions of the algebra might be more amenable than the others in order to carry out
certain computations. Note that, for example, using the approximations provided
by RG, where elements can be approximated by linear combinations of terms of the
form fλg, is convenient to study the trace space of the algebra (see, e.g., [8]). On the
other hand, crossed products are useful to analyze structural aspects of the algebra
like, e.g., the relation between the nuclearity of the C*-algebra and the amenability
of the action (cf., [20, Theorem 4.3.4]). Finally, the C*-algebra C∗

u(G) captures
aspects from the large-scale geometry of G.

2.4 Semigroups
This section, just as the last ones, introduces another topic we use throughout the
rest of the thesis, in this particular case semigroup theory. In general, we follow
the introductory texts [81, 50, 51, 58]. Other good general references in this area
include, but are not limited to, [43, 110, 98, 29, 36, 66].

Recall that a semigroup is a non-empty set S equipped with an associative binary
operation (s, t) ↦ st. Unless otherwise specified S will be discrete and countable,
though not necessarily finitely generated. Moreover, a semigroup is a monoid if it
has a unit element, usually denoted by 1 ∈ S. We say that S has a zero element it
there is some element 0 ∈ S such that s ⋅ 0 = 0 ⋅ S = 0 for any s ∈ S. It follows that
unit and zero elements, if there at all, are unique. We say that an element e ∈ S is
an idempotent if e2 = e.
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Recall the so-called Green’s relations (see, for instance, [43]). Given a semigroup
S, we denote by S1 the monoid S ⊔ {1} in case that S is not a monoid already,
otherwise S1 = S. Given s, t ∈ S we say they are:

• L-related, denoted by s L t, when S1s = S1t.
• R-related, denoted by sR t, when sS1 = tS1.
• H-related, denoted by s H t, when s L t and sR t.
• D-related, denoted by s D t, when there is some r ∈ S such that s L r and
r R t.

It follows from the definitions that all L,R,H and D are equivalence relations on
S. Moreover, note that H= L∩R, while D is the relation generated by the union of
L and R. As is well known, the L-classes of S correspond exactly to the strongly
connected components of the (left) Cayley graph of S (see Section 2.4.1). Moreover,
if L ⊂ S is an L-class and H ⊂ L is an H-class, then either H2 = H or H2 = ∅ (this
is due to Green, see [43]). The first case happens exactly when the H-class contains
an idempotent and, in such case, H is a maximal subgroup of S. Meanwhile, if H
contains no idempotent, then H2 = ∅.

Lastly, Green’s relations L,R,H and D above become particularly simple for
inverse semigroups, which is the main case of study in the present thesis (see the
end of Section 3.3).

2.4.1 (Left) Schützenberger graphs vs. Cayley graphs

Let S be a countable semigroup. We say S is generated by a set K when any element
s ∈ S can be written as a finite word s = kp . . . k1, where each letter ki ∈ K. In such
case we write S = ⟨K⟩ and we can form the (left) Cayley graph of S with respect to
K, that is, the graph Cay(S,K) whose vertex set is given by S, and such that two
vertices x, y ∈ S are joined by an edge labeled by k ∈ K precisely when kx = y. The
graph Cay(S,K) is directed and connected. Recall that a path connecting x, y ∈ S
is a sequence of vertices x = x0, x1, . . . , xp = y, where each pair (xi, xi+1) is an edge in
the graph. We say that a subgraph L ⊂ Cay(S,K) is a strongly connected component
if for any pair x, y ∈ L there is a path connecting x and y and another connecting
y and x (note these paths may differ, even in length). We say the Schützenberger
graphs of S (with respect to K) are the strongly connected components of the (left)
Cayley graph of S with respect to K. It turns out that Schützenberger graphs of S
exactly correspond to the L-classes of the semigroup:

Proposition 2.4.1. Let S = ⟨K⟩ be a semigroup, and let L ⊂ S. Then L is an
L-class if and only if L is a Schützenberger graph of S with respect to K.

The above proposition allows us to use the terminology L-class, strongly con-
nected component, component or Schützenberger graph indistinctly, which we shall
do throughout the rest the text. This, even if confusing, is advantageous. Indeed, we
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shall say L-class when we wish to study it algebraically, while we will say Schützen-
berger graph if we want to equip it with the path distance and the labeling of the
edges. See Figure 2.3 for some (left) Cayley graphs.

N = ⟨1⟩

N = ⟨1,2,3⟩

. . .

. . .

T = ⟨s, t ∣ ts = 1⟩

1 s s2 s3 . . .

t st s2t s3t . . .

t2 st2 s2t2 s3t2 . . .

⋮ ⋮ ⋮ ⋮ ⋱

S = {a, b}

a

b

ab

a

b

Figure 2.3: Cayley graphs of: N with respect to {1} and {1,2,3}; T =

⟨s, t ∣ ts = 1⟩ with respect to {t, s}; and S = {a, b}, where ab = aa = a and
ba = bb = b, with respect to {a, b}.

2.4.2 Day’s amenability in general semigroups

The notions of amenability and Følner sequences do have an analogue in the semi-
group scenario, though classical equivalences as in Theorem 2.1.5 do not hold in
general, as we shall see. Firstly recall that, given a semigroup S, an element s ∈ S
and a set A ⊂ S, the preimage of A by s is defined by

s−1A ∶= {t ∈ S ∣ st ∈ A} ,

that is, s−1A is formed by the elements t ∈ S that land in A when multiplied by
s on the left. Note that the preimage of a set A might be drastically different in
cardinality than the set itself. Indeed, in the most extreme case S can be infinite and
have a zero element 0 ∈ S. Then the set S ∖ {0} is co-finite, 0−1(S ∖ {0}) is empty,
while 0−1{0} = S. This difference in cardinality, byproduct of the non-injectivity
of the left multiplication in the semigroup, is troublesome. In the group case, for
instance, note that if g ∈ G and F ⊂ G then F and gF have the same cardinality
and this implies, in particular, that:

∣gF ∖ F ∣ = ∣F ∖ gF ∣ . (2.1)

The above Eq. (2.1) might seem trivial, but in the semigroup case it does not hold.
Indeed, note that, in general, ∣sF ∣ ≤ ∣F ∣, and they actually differ whenever s does not
act injectively on F . In particular ∣sF ∖F ∣ might be small because ∣sF ∣ is itself small,
not because sF and F are similar. Therefore, the Følner condition appearing in
Definition 2.1.1 (2) has two possible generalizations to the semigroup case, one that
uses ∣sF ∖ F ∣ and another one that uses ∣F ∖ sF ∣ (see Definition 2.4.2 (3) and (4)).
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By Murphy’s law, these two approaches yield different classes of semigroups (see
Definition 2.4.2).

In the same fashion, one may look at group amenability and wonder what the
suitable generalization to semigroups is. On the one hand, one can study finitely
additive probability measures that are image invariant, meaning that µ(sA) = µ(A)
for any s ∈ S and any A ⊂ S. On the other hand, one may study those probability
measures that are preimage invariant, meaning that µ(s−1A) = µ(A). These two
notions (see Definition 2.4.2 below and [29, 71, 55, 41]) are not equivalent. For the
following, recall that by probability measure we mean finitely additive probability
measure.

Definition 2.4.2. Let S be a semigroup.

(1) S is amenable if there exists an invariant measure on S, i.e., a probability
measure µ∶P(S)→ [0,1] such that for all s ∈ S and A ⊂ S

µ (s−1A) = µ (A) .

(2) A semigroup S is called measurable if there is a probability measure µ on S
such that for all s ∈ S and A ⊂ S

µ (sA) = µ (A) .

(3) S satisfies the Følner condition if for all ε > 0 and finite F ⊂ S there is a finite
non-empty F ⊂ S such that for every s ∈ F

∣sF ∖ F ∣ ≤ ε ∣F ∣ .

(4) S satisfies the strong Følner condition if for all ε > 0 and finite F ⊂ S there is
a finite non-empty F ⊂ S such that for every s ∈ F

∣F ∖ sF ∣ ≤ ε ∣F ∣ .

The amenability definition above is due to Day [29], while the two Følner notions
come from Følner’s work in groups [39] and the subsequent work of Namioka for
semigroups [71]. The measurability condition, as far as the author knows, appeared
in Sorenson’s Ph.D. thesis [102], and was then studied in Klawe [55]. In the most
general case, the following result (due to Namioka, see [71]) gives the only relations
between the above that hold for general semigroups.

Proposition 2.4.3. Let S be a countable semigroup. Consider:

(1) S is measurable.
(2) S satisfies the strong Følner condition.
(3) S is amenable.
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(4) S satisfies the Følner condition.

Then (1) ⇒ (2) ⇒ (3) ⇒ (4). Moreover, none of the reverse implications hold.

Remark 2.4.4. Apart from the notions of amenability/Følner’s condition stated
above, there are still other notions that have appeared in the literature. Among
these, a remarkable one is fair amenability, due to Deprez in [30] (see also Re-
mark 4.1.7 below for a brief discussion about it).

We end the section and chapter with a hand-waving digression about the suit-
ability of working in the generality of arbitrary semigroups (this shall be a recur-
ring theme in the next Chapter 3). Indeed, we claim that, within this generality,
the amenability notion as defined by Day in [29] (see Definition 2.4.2 (1)) does
not meet some requirements we might be used to when talking about amenable
structures5. Consider, for instance, the two-element semigroup S = {a, b}, where
aa = ab = a and bb = ba = b (see Figure 2.3 for a depiction of its left Cayley
graph). The semigroup S satisfies the Følner condition, since it is finite and we
may take F ∶= S, but it is not amenable since any invariant measure µ must satisfy
µ(b−1{a}) = µ(a−1{b}) = µ(∅) = 0, and hence

µ (S) = µ ({a}) + µ ({b}) = µ (b−1 {a}) + µ (a−1 {b}) = 0 + 0 = 0.

Therefore no probability measure on S can be invariant and, thus, S is not amenable.
Note that S does not satisfy the strong Følner condition either, since letting F = S
the whole semigroup F ∶= S cannot be strongly Følner, for ∣F ∖ aF ∣ = ∣F ∖ bF ∣ = 1,
while neither can F ′ ∶= {a} or F ′′ ∶= {b}.

From a different point of view, one may wonder how the representation theory
(in Hilbert spaces) of a semigroup looks like. In particular, a natural question is
whether there is a left regular representation of a semigroup S. Following a naive
approach one constructs the Hilbert space `2S, and then represents S in `2S in the
usual group-theoretic way:

π∶S → B (`2S) , πsδt ∶= δst, (2.2)

where {δt}t∈S is the canonical orthonormal basis of `2S. The above Eq. (2.2) is, of
course, problematic. For instance, if S is an infinite semigroup with a zero element,
then π0 is not a bounded operator in `2S. The problem arises since the left mul-
tiplication by 0 shrinks an infinite set into a finite one, and this kind of behavior
is common within semigroup theory. However, in a sense, left multiplication by 0
is not problematic should one restrict to some kind of domain within S, i.e., a set
D0 ⊂ S such that 0 acting on D0 does not shrink the size of any infinite set into a
finite one. In this case, for instance, it would be sufficient to consider any finite set
D0 ⊂ S. Should one be able to construct such a domain Ds for any element in S,

5In whichever category we may choose to work.
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then the following

π∶S → B (`2S) , πsδt ∶= { δst if t ∈Ds

0 otherwise (2.3)

might yield a natural left regular representation of S. Of course, in order for Eq. (2.3)
to be a semigroup homomorphism one would need some compatibility conditions
among the collection of domains, but we are not going to delve into that. There
is, however, no natural choice for the collection {Ds}s∈S unless in some particular
classes of semigroups, such as cancellative semigroups and inverse semigroups. Note
that this last class shall be the main object of study of the actual contents of this
thesis. In the most general case, one can follow a routine Zorn’s Lemma argument
to prove that there indeed exists a maximal family {Ds}s∈S of domains Ds ⊂ S such
that left multiplication by s on Ds defines an injective map. This, however, serves
no purpose whatsoever, as the domains appearing may, in general, have no inherent
algebraic properties apart from the injectivity condition.

All in all, left multiplication in arbitrary semigroups is too wild to have some
correct notion of amenability or representation. This, as we mentioned, will be a
recurring theme within the next chapter.
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Chapter 3
Semigroups and algebraic

amenability

Properly speaking the thesis starts here. In this regard, and contrary to Chapter 2,
most results from now on are new and have been developed for the present thesis.
For this reason every non-new result we state will be properly indicated and cited.

The present chapter aims to begin the study of amenability (in Day’s sense, see
Definition 2.4.2) of semigroups. It shall be brief, and we mainly focus of the fact that
there cannot be a satisfying dichotomy between amenability and paradoxicality (see
Section 3.1) within this generality. This chapter is, therefore, a non-chapter, meaning
we will indicate why such a dichotomy cannot be achieved. This fact will oblige us to
restrict ourselves to some nicer category, namely cancellative semigroups, and then
inverse semigroups where, as will be seen in Chapter 4, the classical dichotomy can
be proven in a satisfactory manner. Therefore, and from a narrative point of view,
this chapter’s reason to exist is to justify the setting we consider in the upcoming
Chapter 4. We will also introduce here some natural C*-algebras associated to these
special classes of semigroups.

The following proposition is readily seen and justifies why we can assume a semi-
group S to be countable and unital, as we will normally do in the upcoming sections.
In general, given a (possibly non-unital) semigroup S we can always consider its uni-
tization S′ ∶= S ⊔ {1} and define a multiplication in S′ extending that of S so that
1 behaves as a unit. Moreover, as in the case of groups and algebras, the property
of amenability is in essence a countable one, at least for a large class of semigroups
(including the inverse). Recall from [42] that a semigroup S satisfies the Klawe con-
dition whenever sx = sy for s, x, y ∈ S implies there is some t ∈ S such that xt = yt.
As mentioned in [42], the Klawe condition is very general and, in particular, left
cancellative as well as inverse semigroups satisfy it.
Proposition 3.0.1. Let S be a semigroup and denote by S′ its unitization. Then
(i) S is amenable if and only if S′ is amenable.
(ii) If any countable subset in S is contained in an amenable countable subsemi-

group of S, then S is amenable. If, in addition, S satisfies the Klawe condition,
then the reverse implication is also true.

Proof. (i) The proof directly follows from the definition. Indeed, an invariant mea-
sure on S can be extended to an invariant measure on S′ defining µ({1}) = 0. Con-
versely, {1} is a null set for any invariant measure on S′, so any invariant measure
on S′ is also an invariant measure on S.
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(ii) For the first part, let A(S) denote the set of countable and amenable sub-
semigroups of S. Furthermore, for T ∈ A(S) denote by µT an invariant measure on
T ⊂ S. We may, without loss of generality, extend it to S by defining µT (S ∖T ) ∶= 0.
Observe that then µT (t−1A) = µT (A) for every t ∈ T , A ⊂ T . Consider the measure:

µ∶P (S)→ [0,1] , A↦ µ (A) ∶= lim
T ∈A(S)

µT (A) = lim
T ∈A(S)

µT (A ∩ T ) ,

where the limit is taken along a free ultrafilter of A(S). It follows from a straight-
forward computation that µ is an invariant measure on S.

For the second part we follow a similar route to that of [7, Proposition 3.4].
Recall from [42] that a semigroup satisfying the Klawe condition is amenable if and
only if it satisfies the strong Følner condition, that is, for every ε > 0 and finite
F ⊂ S there is a (ε,F)-Følner set F ⊂ S such that ∣F ∣ = ∣sF ∣ for every s ∈ F (see
Theorem 2.6 in [42]).

Let C = {cn}n∈N ⊂ S be a countable subset. In order to construct an amenable
semigroup T ⊃ C we define an increasing sequence {Tn}n∈N of countable subsemi-
groups of S by:

• T0 is the subsemigroup generated by C.
• Suppose Ti = {tj}j∈N has been defined. By the previous paragraph for every
k ∈ N we may find an (1/k,{t1, . . . , tk})-Følner set Fk ⊂ S such that ∣tjFk∣ = ∣Fk∣
for every j = 1, . . . , k. We thus define the semigroup Ti+1 to be the semigroup
generated by Ti ∪ F1 ∪ F2 ∪ . . . .

Then T = ∪i∈NTi is amenable, countable and contains C.

As in the case of metric spaces or algebras (see, e.g., [8, Section 2.1] and [6,
Section 4]), an amenable semigroup can have non-amenable sub-semigroups. For
instance, take S ∶= F2 ⊔ {0}, where 0ω = ω0 = 0 for every ω ∈ F2. This semigroup is
amenable, since it has a zero element, but has a non-amenable sub-semigroup.

3.1 Classical equivalences
By classical equivalences we mean the relation between Følner condition, amenabil-
ity and non-paradoxicality. In the first result relating these notions we establish
the difference between the Følner condition and the proper Følner condition in the
context of semigroups. This result is analogous to the behavior in metric spaces
(see [8, Proposition 2.15] and [8, Theorem 3.9]). Moreover, its proof is heavily in-
spired by the corresponding result in the algebra setting [8, Theorem 3.9] (see also
Example 2.1.8 and Lemma 2.1.9).

Theorem 3.1.1. Let S be a semigroup. Suppose that S satisfies the Følner condition
but not the proper Følner condition. Then there is an element a ∈ S such that
∣Sa∣ <∞.
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Proof. Given ε > 0 and a non-empty finite subset F ⊂ S define

Føl (ε,F) ∶= {F ⊂ S ∣ 0 < ∣F ∣ <∞ and max
s∈F

∣sF ∖ F ∣
∣F ∣ ≤ ε} ,

Mε,F ∶= sup
F ∈Føl(ε,F)

∣F ∣ ∈ N ∪ {∞} .

Since S is not properly Følner there is a pair (ε0,F0) with finite Mε0,F0 . Note that
the pairs (ε,F) are partially ordered by (ε1,F1) ≤ (ε2,F2) if and only if F1 ⊂ F2 and
ε2 ≤ ε1. This partial order induces a partial order on Mε,F and thus we may suppose
that ε0Mε0,F0 < 1. Indeed, simply substitute ε0 with some ε′0 < min{ε0, 1/Mε0,F0}.

We first claim that for any ε ∈ (0, ε0] and F ⊃ F0 we have Føl(0,F) = Føl(ε,F).
The inclusion ⊂ is obvious. Moreover, for F ∈ Føl(ε,F) and s ∈ F we have

∣sF ∖ F ∣ ≤ ε ∣F ∣ ≤ εMε,F ≤ ε0Mε0,F0 < 1

and hence ∣sF ∖ F ∣ = 0 or, equivalently, F ∈ Føl(0,F). Thus it makes sense to
consider the largest Følner sets with ε = 0:

Følmax (0,F) ∶= {F ∈ Føl (0,F) ∣ ∣F ∣ ≥ ∣F ′∣ for all F ′ ∈ Føl (0,F)} .

Next we claim that if F ⊂ F ′ and Fm ∈ Følmax(0,F), F ′
m ∈ Følmax(0,F ′), then

F ′
m ⊂ Fm. Indeed, suppose the contrary. Then F̂ ∶= Fm∪F ′

m would be in Følmax(0,F)
and strictly larger than Fm, contradicting the maximality condition in the definition
of Følmax(0,F). In particular, this means that Følmax(0,F) has only one element,
for if F1, F2 ∈ Følmax(0,F) then F1 ⊂ F2 ⊂ F1.

Finally, denote by FF the unique element of Følmax(0,F) and consider the net
{∣FF ∣}F∈J , where J ∶= {F ⊂ S ∣ ∣F ∣ < ∞ and F0 ⊂ F}. This net is decreasing and
contained in [1, ∣FF0 ∣]∩N and, thus, has a limit, which is attained by some F1. This
means that sFF1 ⊂ FF1 for all s ∈ S. Any a ∈ FF1 will meet the requirements of the
theorem.

The following known theorem states the only general implications between the
Følner condition and amenability (compare with Proposition 2.4.3).

Theorem 3.1.2. Let S be a countable discrete semigroup. Consider the assertions:

(1) S is amenable.
(2) S has a Følner sequence.
(3) CS is algebraically amenable.

Then (1) ⇒ (2) ⇒ (3).

Proof. Følner proved the implication (1) ⇒ (2) in the case of groups and, later,
Namioka extended the proof for semigroups (cf., [71]). To show (2) ⇒ (3) choose
a Følner sequence {Fn}n∈N for S. Then the linear span of these subsets Wn ∶=
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span{f ∣ f ∈ Fn} defines a Følner sequence for CS. In fact, note that dim(Wn) = ∣Fn∣
and for any s ∈ S we have

dim (sWn +Wn)
dim (Wn)

≤ ∣sFn ∪ Fn∣
∣Fn∣

n→∞ÐÐ→ 1,

which concludes the proof.

We remark that none of the reverse implications in Theorem 3.1.2 hold in gen-
eral. It is well known that a finite semigroup may be non-amenable and any such
semigroup is a counterexample to the implication (2) ⇒ (1), because if S is finite it
trivially has a Følner sequence (see S in Figure 2.3 for a concrete construction).

The following example, although messy, is a counterexample to the implica-
tion (3) ⇒ (2) in Theorem 3.1.2.

Example 3.1.3. Consider the additive semigroup of natural numbers N and the free
semigroup on two generators F+2 = {a, b, ab, . . .}, where we assume that the semigroup
F+2 has no identity. Denote by α the action of F+2 ↷ N given by α∶F+2 → End(N),
a, b↦ αa(n) = αb(n) = n − 1 when n ≥ 1 and αa(0) = αb(0) = 0.

We claim the semigroup S ∶= N⋊αF+2 does not satisfy the Følner condition, while
its complex group algebra is algebraically amenable. Note that the element

s = (0, a) − (1, a) ∈ CS

clearly satisfies (n,ω)s = 0 for every (n,ω) ∈ S. Therefore W ∶= Cs is trivially a
Følner subspace for CS, since it is a one-dimensional left ideal. This proves that CS
is algebraically amenable.

In order to prove that S does not satisfy the Følner condition we shall prove that
for any non-empty finite subset F ⊂ S either ∣(0, a)F ∖ F ∣ ≥ ∣F ∣ /50 or ∣(0, b)F ∖ F ∣ ≥
∣F ∣ /50. First observe that ∣(0, a)F ∣ ≥ ∣F ∣ /2, and that equality holds if and only if

F = {(0,w1) , (1,w1) , . . . , (0,wk) , (1,wk)} for some wi ∈ F+2 , i = 1, . . . , k. (3.1)

Indeed, if F is of this form then clearly ∣(0, a)F ∣ = ∣F ∣ /2. And, conversely, given
(n,u) ≠ (m,v) one has that (0, a) (n,u) = (0, a) (m,v) only when u = v and n =
0,m = 1 or n = 1,m = 0.

Now suppose F is of the form given in Eq. (3.1) and satisfies ∣(0, a)F ∖ F ∣ ≤ ∣F ∣ /5.
Note that, by the observation in the previous paragraph, ∣(0, a)F ∖ F ∣ ≥ ∣F ∣ /2−Na,
where Na is the number of words wi of F that begin with a. Since a word cannot
begin with a and with b, it follows that the number Nb of words that begin with b
satisfies Nb ≤ ∣F ∣ /5. Therefore, again, we conclude that ∣(0, b)F ∖ F ∣ ≥ ∣F ∣ /2−∣F ∣ /5 ≥
∣F ∣ /5, as desired. This proves that no set of the form (3.1) can be Følner.

Finally, given an arbitrary F ⊂ S we may decompose it into F = F∗ ⊔ F ′, where
F∗ is of the form (3.1) and F ′ does not contain pairs of elements of the form
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(0, ω) , (1, ω), with ω ∈ F+2 . We have

∣((0, a)F ∪ (0, b)F ) ∖ F ∣ ≥ ∣(0, a)F ′∣ + ∣(0, a)F∗∣ + ∣(0, b)F ′∣ + ∣(0, b)F∗∣ − ∣F ∣ = ∣F ′∣ .

Note that the last equality follows from the fact that ∣(0, a)F ′∣ = ∣F ′∣ = ∣(0, b)F ′∣.
Therefore, if F ′ is relatively large when compared to F , then F itself will not be
Følner. Suppose hence that ∣F ′∣ ≤ ∣F ∣ /25 and ∣(0, a)F ∖ F ∣ ≤ ∣F ∣ /25. Then we have
∣F∗∣ ≥ (24/25) ∣F ∣. Now observe that

(0, a)F∗ ∖ F∗ = [(0, a)F∗ ∖ F ] ⊔ [(0, a)F∗ ∩ F ′] ⊆ ((0, a)F ∖ F ) ∪ F ′,

and so
∣(0, a)F∗ ∖ F∗∣ ≤

∣F ∣
25

+ ∣F ∣
25

≤ 2 ⋅ 25 ⋅ ∣F∗∣
25 ⋅ 24

< ∣F∗∣
5
.

Since F∗ is of the form (3.1), it follows that ∣(0, b)F∗ ∖ F∗∣ ≥ ∣F∗∣ /5. Hence

∣(0, b)F∗ ∖ F∗∣ ≥
∣F∗∣
5

≥ 24∣F ∣
5 ⋅ 25

.

Finally,

∣(0, b)F ∖ F ∣ ≥ ∣(0, b)F∗ ∖ F ∣ = ∣(0, b)F∗ ∖ F∗∣ − ∣(0, b)F∗ ∩ F ′∣

≥ 24∣F ∣
5 ⋅ 25

− ∣F ∣
25

≥ ∣F ∣
25

.

It remains to consider what happens when ∣F ′∣ ≥ ∣F ∣/25. In this case, by the above
computation, we get

2max{∣(0, a)F ∖ F ∣ , ∣(0, b)F ∖ F ∣} ≥ ∣((0, a)F ∪ (0, b)F ) ∖ F ∣ ≥ ∣F ′∣ ≥ ∣F ∣
25
,

and we deduce that either ∣(0, a)F ∖ F ∣ or ∣(0, b)F ∖ F ∣ is greater than or equal to
∣F ∣/50.

We conclude that no non-empty finite subset F ⊂ S can be (ε,{a, b})-invariant
for ε < 1/50, which proves that S itself does not satisfy the Følner condition.

Looking back at Theorem 3.1.2 one may notice that there is one ingredient
from the classical equivalences missing, and that is paradoxicality. The rest of the
section gives a hand-waving explanation of this absence. Observe that one can give
a backwards definition of paradoxicality in the semigroup scenario by saying that a
semigroup is paradoxical if it has a paradoxical decomposition via preimages, that is,
there is a partition of S as

S = A1 ⊔ ⋅ ⋅ ⋅ ⊔An ⊔B1 ⊔ ⋅ ⋅ ⋅ ⊔Bm

= a−1
1 A1 ⊔ ⋅ ⋅ ⋅ ⊔ a−1

n An = b−1
1 B1 ⊔ ⋅ ⋅ ⋅ ⊔ b−1

mBm,
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where a1, . . . , an, b1, . . . , bm ∈ S. The above definition, although sound, is problem-
atic, for the difference between going forwards and backwards, on a technical level,
poses numerous problems. For instance, one could say two sets A,B ⊂ S are equide-
composable when A can be partitioned into finitely many pieces A1, . . . ,An in such a
way that a−1

1 A1, . . . , a−1
n An forms a partition of B, and viceversa. It is then a natural

question to wonder whether if A is equidecomposable to a subset of B, and B is
equidecomposable to a subset of A, then A and B are equidecomposable themselves.
Note that, for instance, this holds for inverse semigroups, as we will see later (see
Lemma 4.2.7 (2)). In the general case, however, the techniques simply do not apply,
since they heavily rely on the existence of maps φ∶A→ B implementing the equide-
composability of A and B. These maps, as the dynamics involved above are taking
the preimages of the sets Ai,Bj, simply do not necessarily exist.

In the same vein, it is not clear whether the sets A and a−1A are equidecompos-
able, for the semigroup could lack elements. Indeed, take, for instance, S = (N,+),
and A ∶= {3}. Putting s = 2 it is clear that s−1A = {1}. However, note that A and
s−1A are not equidecomposable, for t−1s−1A = t−1{1} = ∅ for all t ∈ N. In this case
the semigroup S lacks the element −2. This example can be replicated, for instance
taking S ∶= {a, b}, where aa = ab = a, bb = ba = b, and A = {a}, as in Figure 2.3.

The essence of the problem arises from the dynamics concerned, that is, arises
since Day’s semigroup invariance is via taking preimages rather than taking images.
Therefore, in the following, we shall restrict to two classes of semigroups.

3.2 Cancellative semigroups
The first example (basic, yet interesting) of class of semigroups for which left mul-
tiplication defines an injective map in the semigroup is the class of left cancellative
semigroups.

Definition 3.2.1. A semigroup S is (left) cancellative if s = t whenever rs = rt for
some r ∈ S.

Since we are dealing only with the left variations we drop the left prefix hence-
forth. Groups are clearly cancellative in the sense above, as is any subsemigroup
of any group. For instance, the semigroup N of non-negative integers is left can-
cellative. In more generality, any concatenation monoid is also left cancellative, i.e.,
any submonoid of the concatenation monoid X∗, where X is a set (known as the
alphabet), and X∗ = ⊔n∈NXn, and the product of two strings ω,ω′ ∈X∗ is defined to
be their concatenation ωω′.

The following straightforward proposition shows that these cancellative semi-
groups have a natural regular representation.

Proposition 3.2.2. Let S be a cancellative semigroup. Then v∶S → End(S) given
by vst ∶= st is an injective semigroup homomorphism. In particular, the map V ∶S →
B(`2S) given by Vsδt ∶= δst, where {δt}t∈S is the canonical orthonormal basis of `2S,
defines a representation of S by isometries.
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Proof. The proof is a straightforward computation. The adjoint of Vs is:

V ∗
s δt = { δr if t = sr

0 otherwise

and, therefore, V ∗
s Vsδr = V ∗

s δsr = δr for every r ∈ S, proving that Vs is an isometry.

Following the above proposition, one can define the reduced C*-algebra of S to
be the C*-algebra generated by the image of V :

C∗
r (S) ∶= C∗ ({Vs ∣ s ∈ S}) ⊂ B (`2S) .

As stated in Proposition 3.2.2, the operators Vs ∈ B(`2S) are isometries, i.e., V ∗
s Vs =

1. Thus, when taking C*-algebras, one naturally has to consider also inverses of the
maps above (denoted by ∗). Products of these operators {Vs, V ∗

s }s∈S yield the inverse
hull of S and, therefore, one naturally gets to inverse semigroups (see Section 3.3).
In this sense, the elements of the inverse hull of v(S) ⊂ End(S) coming from S are
exactly the injective maps vs∶S → S given by left multiplication by some element
of S. Moreover, observe that the bijective maps correspond to the right invertible
elements of S, i.e., those elements such that sS = S.

From the point of view of amenability cancellative semigroups are mostly under-
stood. Indeed, the following was already observed by Namioka in [71, Corollary 4.3]
(see also Definition 2.4.2).

Proposition 3.2.3. Let S be a cancellative semigroup. If S satisfies the Følner
condition then it is measurable. In particular, all the conditions in Proposition 2.4.3
are equivalent in the class of cancellative semigroups.

To end the section, we would like to briefly mention that left cancellative semi-
groups have received a lot of attention lately with regards to C*-algebras. Indeed,
and to name only a few, Murphy gave in [69, 70] a construction of the full C*-algebra
of a left cancellative semigroup but, as Li points out in [62], this construction is not
tailored towards the study of nuclearity, as, for instance, Murphy’s full C*-algebra
of N ×N is not nuclear. This is one of the main motivations in Li’s works [62, 63],
where he constructs the full C*-algebra of a left cancellative semigroup in a manner
that resembles previous constructions of Nica [72]. This discussion, however, lies
outside of the scope of the thesis, for we will only study reduced C*-algebras.

3.3 Inverse semigroups
Following the discussion after Proposition 3.2.2 it seems that the ideal context where
one should study amenability for semigroups is that of inverse semigroups. These
were introduced independently by Wagner (see [109, 110]) and Preston (see [83,
84, 85]) as a generalization of groups. In particular, if elements in a group can be
thought of as symmetries of a space, or as bijections of a set, then elements in an
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inverse semigroup can be thought of as partial symmetries of a space, or as partial
bijections of a set. This analogy shall be one of the driving forces of the upcoming
chapters. Moreover, these locally injecitve dynamics present in the semigroup are
suitable for the study of amenability and the relation with C*-algebras.

Definition 3.3.1. An inverse semigroup is a semigroup S such that for every s ∈ S
there is a unique s∗ ∈ S satisfying ss∗s = s and s∗ss∗ = s∗.

Given an inverse semigroup S, the set E(S) = {s∗s ∣ s ∈ S} is the set of all
idempotents (or projections) of S, i.e., elements satisfying e = e2 ∈ S. Observe that
in an inverse semigroup all idempotents are self-adjoint, i.e., they satisfy e∗ = e. It
is not obvious, though true nonetheless, that idempotents in an inverse semigroup
commute with each other (see [110] or [58, Theorem 3]). Therefore E(S) has a
natural structure of a meet semi-lattice with respect to the partial order e ≤ f
whenever ef = fe = e, and S is a group if and only if E(S) has exactly one element
(the identity in the group). This partial order can, in addition, be extended to S by
stating that s ≤ t if and only if ts∗s = s.

We now introduce a couple of prototypical examples of inverse semigroups. For
more (and more interesting) classes of examples see Sections 4.4 and 5.4.

Example 3.3.2. Given a discrete set X, we denote by I(X) the set of partial
bijections of X, that is, its elements (s,A,B) ∈ I(X) are bijections s∶A → B,
where A,B ⊂ X. The operation of the semigroup is just the composition of maps
where it can be defined. Observe this semigroup contains both a zero element,
namely (0,∅,∅), and a unit, namely (id,X,X). Moreover, every inverse semigroup
S can be thought as contained in I(S) via the Wagner-Preston representation (see,
e.g., [110, 81, 12] or Proposition 3.3.4 below).

Example 3.3.3. Given a positive integer n ∈ N, the policyclic monoid of rank n is
the inverse monoid with presentation:

Pn = ⟨1,0, a1, . . . , an ∣ a∗i ai = 1 and a∗i aj = 0 for every i, j = 1, . . . , n⟩.

These already appeared in works of Nivat and Perrot in [74], and then later in
works of Cuntz [27]. After these, they have been extensively studied both within the
semigroup literature (see, for instance, [33]) and the groupoid and C*-communities
(see [88, 81, 36]). Of particular importance is the case when n = 1, where it is
customary to consider it without the zero element:

T = ⟨a, a∗ ∣ a∗a = 1⟩,

which is known as the bicyclic monoid. From the point of view of functional analysis,
however, this monoid would be called the shift monoid, while from the point of view
of C*-algebras the natural name would be the Toeplitz monoid. See, moreover,
Figure 2.3 for the Cayley graph of T .
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We next introduce the so-called Wagner-Preston representation of an inverse
semigroup (see [110]), which will be of utmost importance in this thesis. To ease
notation, given a discrete setX, we shall denote the set of partially defined bijections
of X by PBij(X). This notation is not commonly used in the literature, and we will
use it only momentarily.

Proposition 3.3.4. Let S be a discrete inverse semigroup. Given s ∈ S let

Ds∗s ∶= s∗sS = {x ∈ S ∣ s∗sx = x} .

Then the map

v∶S → PBij (S) , s↦ (vs,Ds∗s,Dss∗) , where vs (x) = sx when x ∈Ds∗s

is an injective *-homomorphism of S.

Proof. First note that vs indeed defines a partial bijection in S, since it is only
defined whenever x ∈Ds∗s. In addition, note that vs maps Ds∗s bijectively onto Dss∗ .
Indeed, for any pair x, y ∈ Ds∗s such that sx = sy we have that x = s∗sx = s∗sy = y
and, thus, vs ∈ PBij(S). Moreover, note that

D(st)∗(st) = {x ∈ S ∣ t∗s∗stx = x} = t∗ ⋅ {y ∈ S ∣ s∗sy = y = tt∗y} = t∗ ⋅ (Dtt∗ ∩Ds∗s) .

Particularly, vst(x) = stx = vs(tx) = vs(vtx) for any x ∈ D(st)∗(st), which implies
vst = vsvt as partial bijections in S, i.e., v defines a *-representation of S. Finally,
v is an injective map, since any two distinct elements s ≠ t must satisfy that either
s∗s ≠ t∗t or s∗s = t∗t and s ≠ t. In the first case, and without loss of generality, let
x ∈ Ds∗s ∖Dt∗t. It then follows that vs(x) = sx, while vt(x) is not defined. In the
latter case, observe that vs(s∗s) = s ≠ t = vt(s∗s), proving that vs ≠ vt.

Figure 3.1 below depicts the Wagner-Preston representation of an inverse semi-
group, and how the composition of maps vs, vt works.

S S

Dt∗t

Dtt∗t ⋅

Ds∗s

S

Dss∗

s ⋅

D(st)∗(st) =
t∗ (Dtt∗ ∩Ds∗s)

D(st)(st)∗ =
s (Dtt∗ ∩Ds∗s)

st ⋅

Figure 3.1: Rough picture of the Wagner-Preston representation of an
inverse semigroup S. The partial translation x ↦ stx is defined as the

composition of s and t whenever the composition makes sense.
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As an immediate consequence of Proposition 3.3.4 we get the following, which
introduces the left regular representation of a discrete inverse semigroup S.

Proposition 3.3.5. Let S be a discrete inverse semigroup. Then the map

V ∶S → `2S, where Vs (δx) ∶= { δsx if x ∈Ds∗s

0 otherwise,

defines a *-representation of S via partial isometries in `2S. Moreover, these partial
isometries have commuting domains and ranges.

Worth mentioning in the context of inverse semigroups are the special forms
Green’s relations take (see Section 2.4). Observe that s L t if s∗s = t∗t, that is, s
and t are L-related whenever vs and vt have the same domain as partially defined
maps in S. Meanwhile, sR t whenever ss∗ = tt∗, i.e., vs and vt have the same range
in S (namely Dss∗ = Dtt∗). The H-relation then becomes s H t if s∗s = t∗t and
ss∗ = tt∗. Finally, elements s, t ∈ S are D-related if there is some r ∈ S such that
s∗s = r∗r and rr∗ = tt∗.

We end the chapter mentioning that we believe the context of inverse semigroups
is the most natural one when one wishes to study amenability-related notions in
semigroups and their C*-algebras. On the one hand, and as we shall see, it allows
for unexpected behavior, such as locally finite inverse semigroups (which are clearly
amenable) that do not have Yu’s property A (see Section 5.4.5). On the other, they
are still tractable from a representation point of view, which will be of use when
relating these notions with some C*-notions in the upcoming chapter.



Chapter 4
Inverse semigroups and their

representations

After the discussion in Chapter 3 it seems plausible that, within the context of
inverse semigroups, one might be able to reproduce the so-called classical equiva-
lences, that is, produce a Følner condition and a paradoxicality condition that are
equivalent to the amenability of the semigroup. We develop such a theory in this
chapter.

The chapter is organized as follows. Section 4.1 introduces an alternative char-
acterization for the amenability of an inverse semigroup. To this end, we introduce
two independent conditions, named domain-measurability and the localization of
the measure, whose combination is equivalent to the amenability of the semigroup.
Section 4.2 then generalizes these notions to so-called representations (or actions)
of inverse semigroups, and studies their relation in an algebraic scenario, meaning
non-C*. Later on, in Section 4.3, we recall the construction of the crossed product
of a representation of an inverse semigroup and give the first approximation results
of such C∗-algebra in terms of (amenable) traces and proper infiniteness, and in re-
lation to domain-measurability of the representation. Section 4.4 is devoted to give
examples of some of these representations, while Section 4.5 relates the research here
conducted with previous work on groupoids.

4.1 A characterization of invariant measures
Recall (see Day’s original work [29] or Section 2.4.2) that a semigroup S is amenable
if there is a finitely additive probability measure µ∶P(S)→ [0,1] such that

µ (A) = µ (s−1A) , for all s ∈ S and A ⊂ S.

This definition, although perfectly adequate, has one main disadvantage, namely the
dynamics involved. For instance, a non-amenable inverse semigroup does not imme-
diately have elements ai, bj ∈ S whose (left) regular representation induce a properly
infinite projection. Note this shall be a key step in the proof of Theorem 4.3.7,
one of the main theorems of the chapter. It is, therefore, our first goal to give an
alternative characterization of the invariance of a measure in a way that only uses
left multiplications and not preimages.
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Before developing the new approach we recall that, within the semigroup lit-
erature, amenability in inverse semigroups has been amply studied. In particular,
it is known that the amenability of an inverse semigroup is closely related to the
amenability of its group homomorphic image G(S), as the following result of Duncan
and Namioka shows (see [31]).

Theorem 4.1.1. A countable discrete inverse semigroup S is amenable if and only
if the group G(S) is amenable, where G(S) = S/σ and sσt if and only if es = et for
some projection e ∈ E(S).

In the literature the latter fact has led to the established opinion that amenability
in the inverse semigroup case can be traced back to the group case. Our results later
will refine this line of thought.

Lemma 4.1.2. Let S be an inverse semigroup. For any s ∈ S and A,B ⊂ S the
following relations hold:

(i) s(s−1A ∩ s∗ss−1A) = A ∩ ss∗A = ss−1A ⊂ A ⊂ s−1sA.
(ii) ss∗(A ∩ ss∗B) = A ∩ ss∗B.
(iii) s−1(A ∖ ss∗A) = ∅.
Proof. The inclusions ss−1A ⊂ A ⊂ s−1sA follow directly from the definition and
(ii) is straightforward to check. To show s(s−1A ∩ s∗ss−1A) = A ∩ ss∗A choose
t ∈ s−1A ∩ s∗ss−1A. Then st ∈ A and t = s∗sq for some q ∈ S with sq ∈ A, hence
st = ss∗sq ∈ ss∗A. To show the reverse inclusion consider t ∈ A ∩ ss∗A, i.e., A ∋ t =
ss∗a for some a ∈ A. Then s∗a ∈ s−1A and t = ss∗s(s∗a) ∈ s(s−1A ∩ s∗ss−1A). The
remaining equalities are proved in a similar vein.

Theorem 4.1.3. Let S be an inverse semigroup, and µ be a probability measure on
it. The following conditions are equivalent:

(1) µ is invariant in the sense of Day, i.e., µ(A) = µ(s−1A) for all s ∈ S, A ⊂ S.
(2) µ satisfies the following conditions for all s ∈ S, A ⊂ S:

(2.a) µ(A) = µ(A ∩ s∗sA).
(2.b) µ(s∗sA) = µ(sA).

Proof. For notational simplicity we show conditions (2.a) and (2.b) interchanging
the roles of s and s∗. The implication (1)⇒ (2) follows from two simple observations.
First, note that

µ (A ∖ ss∗A) = µ (s−1 (A ∖ ss∗A)) = µ (∅) = 0.

Therefore µ(A) = µ(A ∩ ss∗A) + µ(A ∖ ss∗A) = µ(A ∩ ss∗A), as required. Secondly,
observe that s∗A ⊂ s−1ss∗A, and hence

µ (ss∗A) = µ (s−1ss∗A) = µ (s−1ss∗A ∖ s∗A) + µ (s∗A)
= µ ((s∗)−1 (s−1ss∗A ∖ s∗A)) + µ (s∗A) = µ (s∗A) .
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The implication (2) ⇒ (1) follows from (2.a), (2.b) and Lemma 4.1.2 (i):

µ (s−1A) = µ (s−1A ∩ s∗ss−1A) = µ (s (s−1A ∩ s∗ss−1A)) = µ (A ∩ ss∗A) = µ (A) .

Observe that condition (2.a) in Theorem 4.1.3 is always satisfied in the group
case. In the following easy corollary we combine conditions (2.a) and (2.b) in The-
orem 4.1.3 into a single one.

Corollary 4.1.4. Let S be a countable and discrete inverse semigroup and µ be a
probability measure on it. Then µ is invariant if and only if µ(A) = µ(s(A∩ s∗sA))
for all s ∈ S and A ⊂ S.

Proof. Assume that µ is invariant, hence satisfies conditions (2.a) and (2.b) in The-
orem 4.1.3. Since A ∩ s∗sA ⊂ s∗sA we have

µ (A) = µ (A ∩ s∗sA) = µ (s∗s (A ∩ s∗sA)) = µ (s (A ∩ s∗sA)) .

To show the reverse implication we prove first condition (2.a), which follows from

µ (A) = µ (s (A ∩ s∗sA)) = µ(s∗(s (A ∩ s∗sA) ∩ ss∗s (A ∩ s∗sA) ))

= µ (s∗s (A ∩ s∗sA)) = µ (A ∩ s∗sA) ,

where for the last equation we used Lemma 4.1.2 (ii). Finally, condition (2.b) follows
directly from µ(A) = µ(s(A ∩ s∗sA)) just by replacing the set A by s∗sA.

The characterization of an invariant measure µ given in Theorem 4.1.3 means
that µ is measurable (see Definition 2.4.2) via s but only when the action of s is
restricted to its domain (namely µ(s∗sA) = µ(sA)). In addition, the measure of any
set A is localized within the domain of every s ∈ S (namely µ(A) = µ(A ∩ s∗sA)).

Observe that one of the main theorems of the chapter (see Theorem 4.3.7) states
that the C*-algebra `∞(S)⋊r S (yet undefined) has an amenable trace if and only if
S has a finitely additive measure satisfying condition (2.b) in Theorem 4.1.3. This,
and the fact that (2.a) and (2.b) are independent, justify the next definitions. Recall
that Ds∗s ∶= {x ∈ S ∣ s∗sx = x} = s∗sS.

Definition 4.1.5. Let S be a countable and discrete inverse semigroup and let
µ∶P(S)→ [0,1] be a finitely probability additive measure. Then:

(1) Given a set A ⊂ S, we say µ is a domain-measure for A if µ(A) = 1 and
µ(B) = µ(sB) for all s ∈ S and B ⊂ Ds∗s. Likewise, we say that A is domain-
measurable when such µ exists. If A = S then we say S is domain-measurable.

(2) We say µ is localized if µ(Ds∗s) = 1 for all s ∈ S (or, equivalently, µ(B) =
µ(B ∩Ds∗s) for all s ∈ S and B ⊂ S).
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Domain measurable semigroups can be seen as a possible generalization of group
amenability. To further specify this idea compare Theorems 4.3.7 and 2.1.5. See also
Figure 4.1 below for an illustration of the domain-measurability and the localization
of a probability measure.

Ds∗s Dss∗

s⋅

A

sA

Domain measurability:
µ (A) = µ (sA) if A ⊂Ds∗s

Ds∗s Dss∗

B

Localization:
µ (B) = µ (B ∩Ds∗s) = µ (B ∩Dss∗)

Figure 4.1: Graphic depiction of Day’s invariance of a measure µ.

Example 4.1.6. Every amenable semigroup is domain-measurable. Following the
ideas behind Examples 2.1.8 and 2.2.10, we build a natural class of non-amenable,
domain measurable semigroups. Let A,N be disjoint inverse semigroups, with A
amenable and N non-amenable. Consider then the semigroup S = A ⊔ N , where
an ∶= n =∶ na for every a ∈ A, n ∈ N . It is routine to show S is an inverse semigroup
and we claim that it is non-amenable and domain measurable. Indeed, suppose it is
amenable and let µ be an invariant measure on it. For any n ∈ N , µ(A) = µ(n−1A) =
µ(∅) = 0 and hence µ(N) = 1. Therefore µ would restrict to an invariant mean on
N , contradicting the hypothesis.

To prove now that S is domain measurable, just choose an invariant measure ν
on A (that exists since A is amenable) and extend it to S as ν̂(A′ ⊔N ′) = ν(A′), for
any A′ ⊂ A and N ′ ⊂ N . This measure will satisfy ν̂(s∗sB) = ν̂(sB) for every s ∈ S
and B ⊂ S.

The main example in this class is the free group F2 with an extra unit 1 adjoined,
namely S ∶= {1}⊔F2. By the argument above S is domain-measurable (letting µ = δ1),
but not amenable, since any invariant mean on S restricts to an invariant mean on
F2, which is a non-amenable group. In a sense one can say that F2 is below 1, since
1ω = ω for any ω ∈ F2. This idea of above and below, or of behavior that falls down,
will be a recurrent theme in the thesis (see, for instance, Section 5.1.2).

The following remarks place the domain-measure and localization conditions
above in context within the semigroup literature.

Remark 4.1.7. Recall from [30] that a semigroup is called fairly amenable if it has
a probability measure µ such that

µ (A) = µ (sA) if s acts injectively on A ⊂ S.
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Observe that if µ satisfies the preceding condition then it is also a domain-measure
for S, since s acts injectively on s∗sA ⊂ s∗sS =Ds∗s. However, a domain measure sat-
isfying the condition of domain measurability need not implement fair amenability.
In fact, consider an inverse semigroup S with a 0 element and some other non-zero
element s ∈ S. Then S is domain measurable, since it is amenable, with an invariant
measure µ satisfying µ({0}) = 1. This measure, however, cannot implement fair
amenability.

Remark 4.1.8. Argabright and Wilde (see [10] and Definition 2.4.2) introduced
the so-called strong Følner condition based on previous work of Følner [39] and
Namoika [71]. In this way, a semigroup satisfies the strong Følner condition if for
every finite F ⊂ S and ε > 0 there is some finite (F , ε)-Følner set F ⊂ S such that

∣sF ∣ = ∣F ∣ , for all s ∈ F .

This says that the set F can be localized within a part of S where s ∈ F acts
injectively and, hence, the strong Følner property is reminiscent of the localization
condition (2.a) in Theorem 4.1.3. To further justify this analogy, observe that Gray
and Kambites proved in [42] that, within the class of semigroups satisfying the Klawe
condition (see [55] and [42, Theorem 2.6]), the strong Følner condition actually
characterizes the amenability of the semigroup.

4.2 Representations of inverse semigroups
This section studies the amenability notions introduced previously, and gives a re-
lation between them. Moreover, the techniques here presented allow us to work
within a slightly more general scenario, namely that of inverse semigroups acting
on discrete sets. For now, let us recall what we mean by representation (or action)
(see [35]).

Definition 4.2.1. Let S be an inverse semigroup, and let X be a discrete set. A
representation (or an action) of S on X is a semigroup homomorphism α∶S → I(X).

Observe that the homomorphism v described in Proposition 3.3.4 is a represen-
tation of S on I(S) in the sense above. Moreover, recall that v is normally called
the Wagner-Preston representation of S.

4.2.1 Their type semigroup

In order to give a relation between domain-measurability and the Følner condition
(see Theorem 4.2.14) we will make use of the type semigroup construction. As was
mentioned in the introduction, Tarski proved in [106] that a non-amenable group
always has a paradoxical decomposition by means of constructing a semigroup, which
has come to be known as the type semigroup of G, that captures the essence of a



Chapter 4. Inverse semigroups and their representations 68

paradoxical decomposition of the group G. This construction has had great impact
since, and has been used repeatedly in many different areas (see, e.g., [82, 89, 86,
108]). We now adapt this notion to the context of inverse semigroups.

Definition 4.2.2. Let α∶S → I(X) be a representation of the inverse semigroup
S on a set X. We define the type semigroup Typ(α) as the commutative monoid
generated by symbols [A] with A ∈ P(X) and relations

(1) [∅] = 0.
(2) [A] = [αs(A)] if A ⊂Ds∗s.
(3) [A ⊔B] = [A] + [B] if A ∩B = ∅.

This definition allows to easily check if a map from Typ(α) to another semi-
group is a homomorphism. However, it may not be immediately obvious why this
semigroup Typ(α) is called a type semigroup. Indeed, Tarski originally used an
apparently different approach.

Definition 4.2.3. Let α∶S → I(X) be a representation of the inverse semigroup S
on a set X. We say A,B ⊂ X are equidecomposable, and write A ∼ B, if there are
sets Ai ⊂ A and elements si ∈ S, i = 1, . . . , n, such that Ai ⊂Ds∗i si

for i = 1, . . . , n, and

A = A1 ⊔ ⋅ ⋅ ⋅ ⊔An and αs1(A1) ⊔ ⋅ ⋅ ⋅ ⊔ αsn(An) = B.

The equi-decomposability relation given above realizes the idea that, up to
finitely-many left multiplications by elements of S, the sets A and B are the same.
Observe that, by definition, given any domain-measure µ on S and two sets A,B ⊂ S,
if A and B are equidecomposable then µ(A) = µ(B).

It is routine to show that ∼ above is an equivalence relation. Indeed, note that
since 1 ∈ S we have A ∼ A. Furthermore, the relation ∼ is clearly symmetric by
choosing Bi ∶= αsi(Ai) and the dynamics ti ∶= s∗i . Finally, if A ∼ B ∼ C then there
are Ai,Bj ⊂X and si, tj ∈ S such that Ai ⊆Ds∗i si

, Bj ⊆Dt∗j tj
, and

A = A1 ⊔ ⋅ ⋅ ⋅ ⊔An and αs1(A1) ⊔ ⋅ ⋅ ⋅ ⊔ αsn(An) = B,
B = B1 ⊔ ⋅ ⋅ ⋅ ⊔Bm and αt1(B1) ⊔ ⋅ ⋅ ⋅ ⊔ αtm(Bm) = C.

In this case the sets Aij = αs∗i (αsi(Ai) ∩Bj) and the elements rij = tjsi implement
the relation A ∼ C. Now, given a representation α∶S → I(X), consider the following
extensions:

• The semigroup S×Perm(N), where Perm(N) is the finite permutation group of
N, that is the group of permutations moving only a finite number of elements.

• A set A ⊂X ×N is called bounded if A ⊂X × F , with F ⊂ N finite.

Then there is an obvious representation of S×Perm on X ×N given coordinate-wise,
which will be also denoted by α. Hence, it makes sense to ask when two bounded
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sets A,B ⊂X ×N are equidecomposable. Define

X̂ ∶= {A ⊂X ×N ∣ A is bounded} / ∼ .

This set has the natural structure of a commutative monoid with zero element 0 = ∅
and sum defined as follows. Given two bounded sets A,B ⊂X ×N, let k ∈ N be such
that A∩B′ = ∅, where B′ ∶= {(b, n+k) ∣ (b, n) ∈ B}. Then define [A]+[B] ∶= [A⊔B′].
One can verify that + is well-defined, associative and commutative. We only need
the notation X̂ temporarily and after the proof of the following result we will only
use the symbol Typ(α).

Proposition 4.2.4. Let α∶S → I(X) be a representation of a unital inverse semi-
group S. Then the map

γ∶Typ(α)Ð→ X̂, where γ([A]) = [A × {1}]

is a monoid isomorphism.

Proof. Since [A × {1}] = [A × {i}] in X̂, we easily see that this map is well-defined
and surjective. To show it is injective assume that γ(∑ni=1[Ai]) = γ(∑mj=1[Bj]) for
subsets Ai,Bj of X. Then

A ∶=
n

⊔
i=1

Ai × {i} ∼
m

⊔
j=1

Bj × {j} =∶ B,

and so, by definition, there are subsets W1, . . . ,Wl of X, and numbers n1, . . . , nl,
m1, . . . ,ml ∈ N and elements s1, . . . , sl ∈ S such that Wk ⊂Ds∗

k
sk for k = 1, . . . , l and

A =
l

⊔
k=1

Wk × {nk}, B =
l

⊔
k=1

αsk(Wk) × {mk}.

It follows that there is a partition {1, . . . , l} = ⊔ni=1 Ii such that for each i ∈ {1 . . . , n}
we have Ai = ⊔j∈IiWj. We thus get in Typ(α)

n

∑
i=1

[Ai] =
n

∑
i=1

∑
j∈Ii

[Wj] =
n

∑
i=1

∑
j∈Ii

[αsj(Wj)] =
l

∑
j=1

[αsj(Wj)] =
m

∑
j=1

[Bj],

showing injectivity.

For simplicity we will often denote αs(x) ∈X by sx and sA will stand for αs(A)
for any s ∈ S, x ∈ X and A ⊂ X. Recall that sx is defined only if x ∈ Ds∗s. We
extend next Definition 4.1.5 above to representations.

Definition 4.2.5. Let α∶S → I(X) be a representation of S and let A ⊂X.

(1) The set A is S-domain measurable if there is a measure µ∶P(X) → [0,∞]
normalized at A (i.e., µ(A) = 1) such that µ(B) = µ(sB) for all s ∈ S and
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B ⊂ Ds∗s. We say that X is S-domain measurable when the latter holds for
A =X.

(2) The set A is S-domain Følner if there is a sequence {Fn}n∈N of finite, non-
empty subsets of A such that for all s ∈ S

∣s (Fn ∩Ds∗s) ∖ Fn∣
∣Fn∣

n→∞ÐÐ→ 0

(3) The set A is S-paradoxical if there are Ai,Bj ⊂ X and si, tj ∈ S, i = 1, . . . , n,
j = 1, . . . ,m, such that Ai ⊆Ds∗i si

, Bj ⊆Dt∗j tj
and

A = s1A1 ⊔ . . . ⊔ snAn = t1B1 ⊔ . . . ⊔ tmBm

⊃ A1 ⊔ . . . ⊔ An ⊔ B1 ⊔ . . . ⊔ Bm.

Recall that, in a commutative semigroup S, we denote by n ⋅β the sum β + ⋅ ⋅ ⋅+β
of n terms. Also, the only (pre-)order that we use on S is the so-called algebraic
pre-order, defined by x ≤ y if and only if x + z = y for some z ∈ S.

Remark 4.2.6. Note that S is domain measurable in the sense of Definition 4.1.5
precisely when S is S-domain measurable with respect to the canonical Wagner-
Preston representation α∶S → I(S). Note also that A ⊂ X being paradoxical is the
same as saying that 2[A] ≤ [A] in Typ(α).

Lemma 4.2.7. Let α∶S → I(X) be a representation of S, and consider the type
semigroup Typ(α) constructed above. Then the following hold:

(1) For any bounded sets A,B ⊂X ×N if A ∼ B then there is a bijection φ∶A→ B
such that for any C ⊂ A and D ⊂ B one has C ∼ φ(C) and D ∼ φ−1(D).

(2) For any [A], [B] ∈ Typ(α), if [A] ≤ [B] and [B] ≤ [A], then [A] = [B].
(3) A subset A of X is S-paradoxical if and only if [A] = 2 ⋅ [A].
(4) For any [A], [B] ∈ Typ(α) and n ∈ N, if n ⋅ [A] = n ⋅ [B], then [A] = [B].
(5) If [A] ∈ Typ(α) and (n + 1) ⋅ [A] ≤ n ⋅ [A] for some n ∈ N, then [A] = 2 ⋅ [A].

Proof. The proof of this lemma is virtually the same as in the group case (see,
e.g., [92, p. 10]). For convenience of the reader we include a sketch of the proofs.

(1) Define φ∶A → B by multiplication by si in each of the subsets Ai, where
A = ⊔iAi and B = ⊔isiAi.

(2) By hypothesis there are [A0] , [B0] ∈ Typ(α) such that [A] + [A0] = [B]
and [B] + [B0] = [A]. In addition, observe that, without loss of generality, we can
suppose that A ∩A0 = ∅ = B ∩B0. Choose φ∶A ⊔A0 → B and ψ∶B ⊔B0 → A as in
(1) and consider

C0 ∶= A0, Cn+1 ∶= ψ (φ (Cn)) and C ∶= ∪∞n=0Cn.
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It then follows that (B ⊔B0) ∖ φ (C) = ψ−1 (A ∖C) = ψ−1 (A ⊔A0 ∖C) and hence

A ⊔A0 = (A ∖C) ⊔C ∼ ψ−1 (A ∖C) ⊔ φ (C) = (B ⊔B0 ∖ φ (C)) ⊔ φ (C) = B ⊔B0.

Therefore B ∼ A ⊔A0 ∼ B ⊔B0 ∼ A.
Now (3) follows from the definitions and (2).
Claim (4) uses graph theory and follows from König’s Theorem (see [82, Theo-

rem 0.2.4]). If n ⋅[A] = n ⋅[B] then there are sets Ai,Bj with the following properties:

(a) A1, . . . ,An are pairwise disjoint, just as B1, . . . ,Bn.
(b) n ⋅ [A] = [A1] + ⋅ ⋅ ⋅ + [An] = [B1] + ⋅ ⋅ ⋅ + [Bn] = n ⋅ [B].
(c) For every i = 1, . . . , n we have Ai ∼ A and Bi ∼ B.

Consider then the bijections φj ∶A1 → Aj, ψj ∶B1 → Bj and χ∶n ⋅[A]→ n ⋅[B] induced
by ∼ as in (1). For a ∈ A1 denote by a the set {φ1 (a) , . . . , φn (a)} (and analogously
for b ∈ B1). Consider now the bipartite graph defined by:

• Its sets of vertices are X = {a ∣ a ∈ A1} and Y = {b ∣ b ∈ B1}.
• The vertices a and b are joined by an edge if χ (φj (a)) ∈ b for some j = 1, . . . , n.

Then this graph is n-regular and, by König’s Theorem, it has a perfect matching F .
In this case it can be checked that the sets

Cj,k ∶= {a ∈ A1 ∣ ∃b ∈ B1 such that (a, b) ∈ F and χ (φj (a)) = ψk (b)} ,
Dj,k ∶= {b ∈ B1 ∣ ∃a ∈ A1 such that (a, b) ∈ F and χ (φj (a)) = ψk (b)} ,

are respectively a partition of A1 and B1. Furthermore ψ−1
k ○ χ ○ φj is a bijection

from Cj,k to Dj,k implementing the relations Cj,k ∼ Dj,k. These, in turn, implement
A ∼ A1 ∼ B1 ∼ B.

(5) follows from (2) and (4). Indeed, from the hypothesis

2 ⋅ [A] + n ⋅ [A] = (n + 1) ⋅ [A] + [A] ≤ n ⋅ [A] + [A] = (n + 1) ⋅ [A] ≤ n ⋅ [A] .

Iterating this argument we get 2n ⋅ [A] ≤ n ⋅ [A] and, since the other inequality
trivially holds, n ⋅ [A] = 2n ⋅ [A]. Applying (4) we conclude that [A] = 2 ⋅ [A].

To end the section we recall one of Tarski’s fundamental results [106] (see also
[92, Theorem 0.2.10]). This will be used in the proof of Theorem 4.2.14.

Theorem 4.2.8. Let (S,+) be a commutative semigroup with neutral element 0 and
let ε ∈ S. The following are then equivalent:

(i) (n + 1) ⋅ ε /≤ n ⋅ ε for all n ∈ N.
(ii) There is a semigroup homomorphism ν∶ (S,+)→ ([0,∞],+) with ν(ε) = 1.
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4.2.2 A Følner characterization and Namioka’s trick

In order to prove the main result of the section (see Theorem 4.2.14) we need to
introduce the following action of the inverse semigroup S, which will naturally lead
to the behavior of domain measures as functionals on `∞(X). These notions, in turn,
will replicate the so-called Namioka’s trick (see [71, 26]). Given a representation
α∶S → I(X) and s ∈ S let

Es∗s ∶= {f ∈ `∞ (X) such that supp (f) ⊂Ds∗s} ,

and for any f ∈ Es∗s consider

(sf) (x) ∶= f (s∗x)pss∗ (x) = { f (s∗x) if x ∈Dss∗

0 otherwise, (4.1)

where pss∗ denotes the characteristic function of Dss∗ . Recall that s∗x is not defined
unless x ∈ Dss∗ and, hence, the term pss∗ appears in Eq. (4.1) to avoid a slight
abuse of notation. However, we will normally drop it and simply consider f(s∗⋅) as
constantly 0 outside of Dss∗ . In addition, note this allows us to extend the action
of s to all of `∞(X) via (sf)(x) = f(s∗x) ⋅ pss∗(x). This will simplify our notation
in some lemmas, such as Lemma 4.2.11.

Proposition 4.2.9. Let α∶S → I(X) be a representation of a discrete inverse semi-
group. Then Eq. (4.1) above defines an action of S on `∞(X).

Proof. Once the notation is clear the proof is elementary. Simply note that the sets
Es∗s ⊂ `∞(X) are closed two-sided ideals. In addition, for instance, if sf = sg for
some f, g ∈ Es∗s then f = ss∗f = ss∗g = g. The rest of the properties are proved in a
similar way.

The next result uses the action in Eq. (4.1) and establishes an invariance condi-
tion in the context of states on `∞(X).

Proposition 4.2.10. Let α∶S → I(X) be a representation of S. If µ is domain
measure for X (cf., Definition 4.1.5), then there is a state m∶ `∞(X)→ C such that
for every s ∈ S

m (sf) =m (f) for all f ∈ Es∗s ⊂ `∞(X).

Proof. For a set B ⊂ S define m(pB) ∶= µ(B), where pB denotes the characteristic
function on B, and extend by linearity to simple functions and by continuity to all
`∞(X). Then m(sf) =m(f) for all f ∈ Es∗s if and only if m(spB) =m(pB) for any
pB ∈ Es∗s, i.e., for any B ⊂ Ds∗s. Observe this follows from the fact that spB = psB
and the domain-measurability of µ:

m (spB) =m (psB) = µ (sB) = µ (B) =m (pB)

since, by assumption, B ⊂Ds∗s.
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We next observe that the functional m in the latter proposition can be approx-
imated by functionals of finite support. Recall that if h ∈ `1(X) ⊂ `∞(X) then
s∗h(x) = h(sx)ps∗s(x). In particular s∗sh = hps∗s.

Lemma 4.2.11. Let α∶S → I(X) be a representation of S. If X is domain mea-
surable then for every ε > 0 and finite F ⊂ S there is a positive h ∈ `1(X) of norm
one and finite support such that ∣∣s∗h − s∗sh∣∣1 < ε for every s ∈ F .

Proof. We denote by Ω the set of positive h ∈ `1(X) of norm one and finite support.
By Proposition 4.2.10 there is a functional m∶ `∞(X) → C such that m(sf) =m(f)
for every f ∈ Es∗s and s ∈ S. Note f = s∗sf , for f ∈ Es∗s. Therefore, and since the
normal states are weak-* dense in (`∞(X))∗, there is a net {hλ}λ∈Λ in Ω such that

∣φhλ (sf) − φhλ (f)∣ = ∣φs∗hλ (f) − φs∗shλ (f)∣→ 0, (4.2)

where φh(f) = ∑x∈X h(x)f(x) for h ∈ Ω, f ∈ `∞(X).
In order to transform the latter weak convergence to norm convergence we use

a variation of a standard technique (see [26, 29, 71]). Consider the space (`1(X))S,
which, when equipped with the product topology, is a locally convex linear topolog-
ical space. Consider the map

T ∶ `1(X)→ (`1 (X))S , h↦ (s∗h − s∗sh)s∈S .

As the weak topology coincides with the product of weak topologies on (`1(X))S, it
follows from Eq. (4.2) that 0 belongs to the weak closure of T (Ω). Furthermore, since
E is locally convex and T (Ω) is convex, its closure in the weak topology and in the
product of the norm topologies are the same. Thus there is a (possibly different) net
{h′λ}λ∈Λ such that ∣∣s∗h′λ − s∗sh′λ∣∣1 → 0 for all s ∈ S, which completes the proof.

The following known result gives a useful description of functions in `1(X)+ of
finite support. We give the proof of the following for the convenience of the reader.

Lemma 4.2.12. Let X be a set. Any h ∈ `1(X)+ of norm 1 and finite support can
be expressed as

h = (β1/ ∣A1∣)pA1 + ⋅ ⋅ ⋅ + (βN/ ∣AN ∣)pAN
for some finite A1 ⊃ A2 ⊃ ⋅ ⋅ ⋅ ⊃ AN , where βi ≥ 0 and ∑Ni=1 βi = 1.

Proof. Let 0 =∶ a0 < a1 < ⋅ ⋅ ⋅ < aN be the distinct values of the function h. Then,
defining Ai ∶= {x ∈ X ∣ ai ≤ h(x)} we have that A1 ⊃ A2 ⊃ ⋅ ⋅ ⋅ ⊃ AN . Furthermore
h = ∑Ni=1 γipAi , where γi = ai − ai−1 for i ≥ 1. To conclude the proof put βi ∶= γi∣Ai∣,
i = 1, . . . ,N , and note that ∣∣h∣∣1 = 1 implies ∑Ni=1 βi = 1.

Lemma 4.2.13. Let α∶S → I(X) be a representation of S and consider s ∈ S,
A ⊂X. Then (s∗pA − s∗spA) (x) < 0 if and only if x ∈ A ∩Ds∗s ∖ s∗ (A ∩Dss∗).
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Proof. By definition of the action given in Eq. (4.1) we compute

(s∗pA − s∗spA) (x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 if x ∈Ds∗s ∖A and sx ∈ A
−1 if x ∈ A ∩Ds∗s and sx /∈ A
0 otherwise.

Thus, if (s∗pA−s∗spA)(x) < 0 then x ∈ A∩Ds∗s∖s∗(A∩Dss∗). The other implication
is clear.

We can now establish the main theorem of the section, characterizing the domain
measurable representations of an inverse semigroup.

Theorem 4.2.14. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S and α∶S → I(X) be a representation of S on X. The following are then
equivalent:

(1) X is S-domain measurable.
(2) X is not S-paradoxical.
(3) X is S-domain Følner.

Proof. (1) ⇒ (2). Suppose X is S-paradoxical. Then, choosing a domain measure
µ and an S-paradoxical decomposition of X we have

1 = µ (X) ≥ µ (A1) + ⋅ ⋅ ⋅ + µ (An) + µ (B1) + ⋅ ⋅ ⋅ + µ (Bm)
= µ(s1A1 ⊔ ⋅ ⋅ ⋅ ⊔ snAn) + µ(t1B1 ⊔ ⋅ ⋅ ⋅ ⊔ tmBm) = µ (X) + µ (X) = 2,

which gives a contradiction.
(2) ⇒ (1). Consider the type semigroup Typ(α) of the action. As X is not

S-paradoxical we know that [X] and 2[X] are not equal in Typ(α). It follows from
Lemma 4.2.7 (5) that (n+1)[X] /≤ n[X] and hence, by Tarski’s Theorem 4.2.8, there
exists a semigroup homomorphism ν∶Typ(α) → [0,∞] such that ν([X]) = 1. Then
we define µ(B) ∶= ν([B]), which satisfies µ(X) = 1 and µ(B) = µ(sB) for every
B ⊂Ds∗s, proving that X is S-domain measurable.

(3) ⇒ (1). Let {Fn}n∈N be a sequence witnessing the S-domain Følner property
of X and let ω ∈ βN ∖N be a free ultrafilter on N. Consider the measure µ defined
by

µ (B) ∶= lim
n→ω ∣B ∩ Fn∣ / ∣Fn∣ .

It follows from ω being an ultrafilter that µ is a finitely additive measure. Thus it
remains to prove that µ(B) = µ(sB) for any B ⊂ Ds∗s. Observe first that s acts
injectively on B. Therefore we have

∣B ∩ Fn∣ = ∣s (B ∩ Fn)∣ = ∣sB ∩ s (Fn ∩Ds∗s)∣
= ∣sB ∩ s (Fn ∩Ds∗s) ∩ Fn∣ + ∣(sB ∩ s (Fn ∩Ds∗s)) ∖ Fn∣
≤ ∣sB ∩ Fn∣ + ∣s (Fn ∩Ds∗s) ∖ Fn∣ ,
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and hence, normalizing by ∣Fn∣ and taking ultralimits on both sides, we obtain
µ(B) ≤ µ(sB). The other inequality follows from a similar argument, noting that

∣s∗ (sB ∩ Fn)∣ = ∣sB ∩ Fn∣

since s∗ acts injectively on sB.
(1) ⇒ (3). To prove this implication we will refine Namioka’s trick (see [71,

Theorem 3.5]). By Lemma 4.2.11 and the fact that X is domain measurable we
conclude that for every ε > 0 and finite F ⊂ S (which we assume to be symmetric,
i.e., F = F∗) there is a positive function h ∈ `1(X) of norm 1 and with finite support
such that ∣∣s∗h − s∗sh∣∣1 < ε/∣F ∣ for all s ∈ F . Moreover, by Lemma 4.2.12, we may
express the function h as a linear combination

h = β1

∣A1∣
pA1 + ⋅ ⋅ ⋅ +

βN
∣AN ∣pAN , where A1 ⊃ A2 ⊃ ⋅ ⋅ ⋅ ⊃ AN and

N

∑
i=1

βi = 1.

Consider now the set Bs ∶= ∪Ni=1(Ai∩Ds∗s)∖s∗(Ai∩Dss∗). By Lemma 4.2.13, the
function s∗h − s∗sh is non-negative on X ∖Bs and hence

ε

∣F ∣ > ∣∣s∗h − s∗sh∣∣1 ≥ ∑
x∈X∖Bs

s∗h (x) − s∗sh (x)

=
N

∑
i=1

βi
∣Ai∣

( ∑
x∈X∖Bs

(s∗pAi (x) − s∗spAi (x) ))

≥
N

∑
i=1

βi
∣Ai∣

⎛
⎝ ∑
x∈s∗(Ai∩Dss∗)∖Ai∩Ds∗s

(s∗pAi (x) − s∗spAi (x) )
⎞
⎠
. (4.3)

Observe that the last inequality follows from the fact that the sets Ai are nested.
Indeed, writing Zi = Ai ∩ Ds∗s and Ti = s∗(Ai ∩ Dss∗) and denoting by Y c the
complement in X of a subset Y , we need to show that

Zc
i ∩ Ti ⊂ Bc

s = ∩Nj=1(Zc
j ∪ Tj). (4.4)

Now, if i ≥ j then Ai ⊂ Aj and so Ti ⊂ Tj which implies that Zc
i ∩Ti ⊂ Zc

j ∪Tj. If i < j
then Aj ⊂ Ai and so Zj ⊂ Zi which implies Zc

i ⊂ Zc
j and so Zc

i ∩ Ti ⊂ Zc
j ∪ Tj. This

shows (4.4) and, consequently, Eq. (4.3). Following the computations of Eq. (4.3):

ε

∣F ∣ >
N

∑
i=1

βi
∣s∗ (Ai ∩Dss∗) ∖Ai ∩Ds∗s∣

∣Ai∣
=

N

∑
i=1

βi
∣s∗ (Ai ∩Dss∗) ∖Ai∣

∣Ai∣
. (4.5)

The rest of the proof is similar to [71]. Denoting by I = {1, . . . ,N}, consider the
measure on I given by µ (J) = ∑j∈J βj for every J ⊂ I and put µ (∅) ∶= 0. For s ∈ F
consider the set

Ks ∶= {i ∈ I such that ∣s (Ai ∩Ds∗s) ∖Ai∣ < ε ∣Ai∣} .
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From Eq. (4.5) it follows that

ε/ ∣F ∣ >
N

∑
i=1

βi ∣s∗ (Ai ∩Dss∗) ∖Ai∣ / ∣Ai∣ ≥ ε ∑
i∈I∖Ks∗

βi = εµ (I ∖Ks∗)

and, thus, µ (I ∖Ks∗) < 1/ ∣F ∣. From this and F = F∗ we obtain

1 − µ (∩s∈FKs) = µ (I ∖ ∩s∈FKs) = µ (∪s∈FI ∖Ks) ≤ ∑
s∈F

µ (I ∖Ks) < 1.

Therefore the set ∩s∈FKs is not empty since its measure is non-zero; any index
i0 ∈ ∩s∈FKs we will have that the corresponding set Ai0 satisfies the domain Følner
condition.

Remark 4.2.15. We mention that the theory of type semigroups for representa-
tions of inverse semigroups includes the corresponding theory for partial actions of
groups. Given a (discrete) group G and a non-empty set X, Exel defines the notion
of a partial action of G on X (see Section 4.4.3 below). In this context one can
associate in a natural way the type semigroup Typ(X,G) to the given partial ac-
tion (see, e.g., [5, Section 7]). Moreover, in [35] Exel associates to each group G an
inverse semigroup S(G) such that the partial actions of G on X are in bijective cor-
respondence with the representations α∶S(G)→ I(X). Note that representations of
inverse semigroups are called actions in [35]. In this context, it can be shown, using
the abstract definitions of these semigroups, that the type semigroup Typ(α) intro-
duced in Definition 4.2.2 is naturally isomorphic to the type semigroup Typ(X,G)
of the corresponding partial action of G on X.

4.2.3 Localization and amenable actions

Day’s definition of amenability, by Theorem 4.1.3, is equivalent to the semigroup
having a localized domain-measure. The goal of this section, hence, is to prove the
analogue of Theorem 4.2.14 but considering amenable representations instead of the
weaker notion of domain measurable ones. We will have to refine the reasonings of
the previous section including the localization condition

µ (A ∩ s∗sA) = µ (A) , s ∈ S , A ⊂ S.

We first extend this definition to the context of representations.

Definition 4.2.16. Let α∶S → I(X) be a representation of the inverse semigroup
S and let A ⊂ X be a subset. Then A is S-amenable when there is a measure
µ∶P(X)→ [0,∞] such that:

(1) µ(A) = 1.
(2) µ(B) = µ(αs(B)) for all s ∈ S and B ⊂Ds∗s.
(3) µ(B) = µ(B ∩Dt∗t) for all t ∈ S and B ⊂X.
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We say that X is S-amenable when the latter holds for A =X.

We begin with the following useful lemma.

Lemma 4.2.17. Every countable inverse semigroup S has a decreasing sequence of
projections {en}n∈N that is eventually below every other projection, that is, en ≥ en+1

and for every f ∈ E(S) there is some n0 ∈ N such that f ≥ en0.

Proof. Since S is countable we can enumerate the set of projections E(S) = {f1, f2, . . .}.
The lemma follows by letting en ∶= f1 . . . fn.

The localization property of the measure can be included in the reasoning leading
to Theorem 4.2.14, yielding the following.

Theorem 4.2.18. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S and α∶S → I(X) be a representation of S on X. Then the following conditions
are equivalent:

(1) X is S-amenable.
(2) De is not S-paradoxical for any e ∈ E (S).
(3) For every ε > 0 and finite F ⊂ S there is a finite non-empty F ⊂ X such that

F ⊂Ds∗s and ∣sF ∖ F ∣ < ε ∣F ∣ for all s ∈ F .

Proof. Observe the equivalence between (1) and (2) follows from Theorem 4.2.14 and
Lemma 4.2.17. Indeed, one can check that the proof of (1)⇔ (2) in Theorem 4.2.14
works for any subset A ⊂ X, in particular if A = De. Thus, if De is not paradoxical
for any projection e then there are measures µe on X such that µe(De) = 1. Now, by
Lemma 4.2.17, let {en}n∈N be a decreasing sequence of projections that is eventually
below every other projection. A measure in X can be given by:

µ (B) ∶= lim
n→ωµen (B ∩Den) , B ⊂X,

where ω ∈ βN ∖N is a free ultrafilter. It is routine to show that µ is then a proba-
bility measure on X satisfying the domain measurability and localization conditions
mentioned above, i.e., µ (A) = µ(sA) when A ⊂Ds∗s and µ(Ds∗s) = 1 for every s ∈ S.

In order to prove (3)⇒ (1) observe that the condition (3) ensures the existence of
a domain Følner sequence {Fn}n∈N that is eventually localized within every domain
Ds∗s, i.e., for every s ∈ S there is a number N ∈ N with Fn ⊂ Ds∗s for all n ≥ N .
Consider then a free ultrafilter ω on N and the measure

µ (B) ∶= lim
n→ω ∣B ∩ Fn∣ / ∣Fn∣ .

It follows from Theorem 4.2.14 that µ is a domain measure, which, in addition,
satisfies

µ (Ds∗s) = lim
n→ω ∣Ds∗s ∩ Fn∣ / ∣Fn∣ = lim

n→ω ∣Fn∣ / ∣Fn∣ = 1,

for all s ∈ S, i.e., the measure is localized.
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We will only sketch the proof (1) ⇒ (3) since it is just a refinement of the same
reasoning as in Theorem 4.2.14. Let µ be an invariant measure on X. The corre-
sponding mean m∶ `∞(X) → C (see Proposition 4.2.10) satisfies m(ps∗s) = 1 for all
s ∈ S. Then, any net hλ converging tom in norm must also satisfy ∣∣hλ(1−ps∗s)∣∣1 → 0
for all s ∈ S. In particular, this must also be the case for the approximation h ap-
pearing in Lemma 4.2.11. To get the desired Følner set, we have to cut h so that its
whole support is within Ds∗s for all s ∈ F . For this, consider a finite F = {s1, . . . , sk}
and define the function

g ∶=
hps∗1s1...s∗ksk

∣∣hps∗1s1...s∗ksk ∣∣1
.

The function g has norm 1, is positive and has finite support, which is contained in
Ds∗s for all s ∈ F . Furthermore ∣∣h − g∣∣1 ≤ ε. Thus, by substituting h by g in the
proof of Theorem 4.2.14 and following the same construction, we obtain a Følner
set F within the support of g, that is, a Følner set within the requirements of the
theorem.

Note that Theorem 4.2.18 is not constructive in the sense that if X is not
amenable, then one knows some domain De0 has to be paradoxical, but Theo-
rem 4.2.18 does not tell which element e0 satisfies this condition. In the case S
has a minimal projection e0 then one can improve the preceding theorem. To do
this we first prove that minimal projections are central.

Lemma 4.2.19. Let S be a discrete and countable inverse semigroup with a minimal
projection e0 ∈ E(S). Then e0 commutes with every s ∈ S.

Proof. Note that e0 = e0 se0s∗ = s∗e0s e0 by the minimality of e0. Thus, we obtain

e0 s = e0 se0s
∗ s = e0 s e0 = s s∗e0s e0 = s e0,

where, for the first equality we have multiplied the identity e0 = e0se0s∗ from the
right by s, and for the last equality we have multiplied the identity e0 = s∗e0se0 from
the left by s.

In the language of Green’s relations, Lemma 4.2.19 tells us that being L-related
with e0 is equivalent to being R-related with e0, for whenever s∗s = e0 one has

ss∗ = ss∗ss∗ = se0s
∗ = ss∗e0,

meaning that ss∗ ≤ e0. Whence ss∗ = e0 by the minimality of e0, and s R e0. Thus
the D-class of e0 within S is a group, and, hence, contains exactly one H-class.
Moreover, this group e0Se0 = De0 is canonically isomorphic to G(S), the maximal
homomorphic image of S (see the definition of G(S) in Theorem 4.1.1).

Proposition 4.2.20. Let S be a discrete, countable inverse semigroup with a min-
imal projection e0 ∈ E(S) and let α∶S → I(X) be a representation with De0 non-
empty. Then the following conditions are equivalent:
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(1) X is S-amenable.
(2) De0 is not paradoxical.
(3) De0 is domain Følner.

Proof. The implication (1) ⇒ (2) is a particular case of Theorem 4.2.18. For (2) ⇒
(3) note that it follows from Lemma 4.2.19 that De0 ⊂ X is an invariant subset for
the action. Indeed, for any s ∈ S

s (De0 ∩Ds∗s) = sDe0 ⊂De0 .

The implication (2) ⇒ (3) therefore follows from Theorem 4.2.14 by considering, if
necessary, the induced action of S on De0 . Finally, (3) ⇒ (1) can be proven in a
similar fashion to that of (3) ⇒ (1) in Theorem 4.2.18.

Remark 4.2.21. Observe that Proposition 4.2.20, in the case that α is the canonical
Wagner-Preston representation v∶S → I(S), is just a rewriting of Theorem 4.1.1 for
the case when S has a minimal projection e0.

We conclude the section providing a class of examples of inverse semigroups with
a minimal projection. In particular, relate the following with Lemma 2.1.9 in the
context of algebras.

Proposition 4.2.22. Let S be a countable and discrete inverse semigroup. Suppose
S satisfies the Følner condition but not the proper Følner condition. Then S has a
minimal projection.

Proof. Following Theorem 3.1.1 there is an element a ∈ S such that ∣Sa∣ <∞. Sup-
pose Sa = {s1a, . . . , ska}. Then we claim e ∶= s∗1s1 . . . s∗kskaa

∗ ∈ S is a minimal pro-
jection. Indeed, for any other projection f ∈ E (S) there is an i such that sia = fa.
In this case we have

a∗fa = (fa)∗ fa = (sia)∗ sia = a∗s∗i sia.

Thus, multiplying by a from the left, aa∗fa = fa = aa∗s∗i sia = s∗i sia. Therefore

f ≥ faa∗ = s∗i siaa∗ ≥ e,

proving that e is indeed minimal.

Note that, in order to produce an example of an inverse semigroup S that is
Følner but not proper Følner, as in the hypothesis of Proposition 4.2.22, S must have
a minimal projection e0 ∈ E(S). Moreover, by Proposition 4.2.22, the domain De0

must be domain-Følner. For instance, it is straightforward to show that S ∶= F2⊔{0}
satisfies the Følner condition but not the proper one.
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4.3 The uniform Roe algebra and 2-norm approxi-
mations

This part of the thesis connects the analysis of the previous section with properties of
a C*-algebra RX , which generalizes the uniform Roe algebra `∞(G)⋊rG of a group
G. In particular, we will show that domain measurability completely characterizes
the existence of traces in RX . For now, let us introduce these algebras.

Let S be a discrete inverse semigroup and consider a representation α∶S → I(X)
on a discrete set X. As before, we will denote αs(x) simply by sx for any s ∈ S
and x ∈ Ds∗s. To construct the C∗-algebra RX consider first the representation
V ∶S → B(`2X) given by

Vsδx ∶= { δsx if x ∈Ds∗s

0 otherwise,

where {δx}x∈X ⊂ `2X is the canonical orthonormal basis. V is a ∗-representation of
S in terms of partial isometries of `2X and, moreover, in case that α is the canonical
Wagner-Preston representation v∶S → I(S) then V is usually called the left regular
representation of S. Define the unital *-subalgebra RX,alg in B(`2X) as the algebra
generated by monomials of the form fVs, where s ∈ S and f ∈ `∞X. The C*-algebra
RX is then defined as the norm closure of RX,alg, i.e.,

RX ∶=RX,alg = C∗(`∞ (X) ⋅ {Vs ∣ s ∈ S}) ⊂ B (`2X) .

Of surprising (and subtle) importance is the fact that RX may not be unital. Indeed,
if S does not contain a unit element then RX above may not be unital itself since,
a priori, `∞(X) may not be contained in RX . For instance, if S = N as a set, and
n⋅m ∶= min{n,m}, then it is not hard to show that RX = c0(N), which is a non-unital
C*-algebra (see also Example 5.2.26). This subtle behavior, however, will not be
relevant in this chapter but in the following, where we will see when RX is actually
a uniform Roe algebra (see Section 5.2.2).

Note that conjugation by Vs implements the action of s ∈ S on subsets A ⊂ X.
Indeed, it is straightforward to show the following intertwining equation for the
generators of RX :

pAVs = Vsps∗(A∩Dss∗), where s ∈ S and A ⊂X,

where, as before, pA ∈ B(`2X) is the orthogonal projection onto the closure of
span{δa ∣ a ∈ A}. Note also that for any s ∈ S, f ∈ `∞(X) (which we interpret
as multiplication operators on `2X) we have the following commutation relations
between the generators of RX :

Vs f = (sf)Vs or, equivalently, f Vs = Vs (s∗f).
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4.3.1 A crossed product description of RX when X = S
The goal of this brief section is to give an alternative description of the algebra RX
introduced above in the particular case that X = S and S acts on S via the usual
Wagner-Preston representation v (see Proposition 3.3.4). Observe that if S = G
happens to be a group then the algebra RG is usually referred to as the uniform Roe
algebra of the group, and one can prove that it is isomorphic to the crossed product
`∞(G) ⋊r G, where the action of G on `∞(G) is the usual shift in the argument
(see [20, Proposition 5.1.3]). This construction was generalized to the setting of
inverse semigroups (see, for instance, [101, 36, 68]), and since in the subsequent
sections we will only deal with the commutative case A = `∞(S), that is the only
case we introduce.

Consider the action of S on `∞(S) introduced in Eq. (4.1). In order to construct
the reduced crossed product of `∞(X) by S recall that the canonical representation
of `∞(X) as multiplication operators in `2X is faithful, and consider

π∶ `∞ (S)→ B (`2S ⊗ `2S) , (π (f) ) (δx ⊗ δy) ∶= { f (yx) δx ⊗ δy if x ∈Dy∗y

0 otherwise,

and

1⊗ V ∶S → B (`2S ⊗ `2S) , (1⊗ Vs) (δx ⊗ δy) ∶= { δx ⊗ δsy if y ∈Ds∗s

0 otherwise,

where {δx}x∈X denotes the canonical orthogonal basis of `2S. Observe the represen-
tations intertwine the action in the following covariant way

(1⊗ Vs)π (f) (1⊗ Vs)∗ = π (sf)

for all s ∈ S and f ∈ Es∗s. The reduced crossed product `∞(S) ⋊r S is then the
C*-algebra generated by the images of π and 1⊗ V , that is:

`∞ (S) ⋊r S ∶= C∗(π (`∞ (S)) ⋅ {1⊗ Vs ∣ s ∈ S}) ⊂ B (`2S ⊗ `2S) .

The following result relates this construction to the algebra RS, and generalizes a
standard result for groups (see [20, Proposition 5.1.3]).

Theorem 4.3.1. Let S be a countable and discrete inverse semigroup and consider
the action of S on `∞(S) defined in Proposition 4.2.9. Then RS ≅ `∞(S) ⋊r S.

Proof. Consider the bounded linear operator U ∶ `2S ⊗ `2S → `2S ⊗ `2S given by

U (δx ⊗ δy) = { δx ⊗ δyx if xx∗ = y∗y
0 otherwise.
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It can be checked that U is a partial isometry whose adjoint is

U∗ (δu ⊗ δv) = { δu ⊗ δvu∗ if u∗u = v∗v
0 otherwise.

Moreover, the initial projection U∗U is the orthogonal projection onto the closure
of the subspace generated by δx ⊗ δy where xx∗ = y∗y, and the final projection UU∗

projects onto the subspace generated by δu ⊗ δv where u∗u = v∗v. In addition, it is
routine to check that

Uπ (f)U∗ = (1⊗ f)UU∗ = UU∗ (1⊗ f) and U (1⊗ Vs) = (1⊗ Vs)U.

It follows that the map Ad(U) restricts to an *-isomorphism between `∞(S) ⋊r S
and (1⊗RS) ⊂ 1⊗ B(`2S). Indeed, from the commutation relations above we have
that

U(`∞ (S) ⋊r S)U∗ = cl∥⋅∥ (span{1⊗ fVs ∣ f ∈ `∞ (S) and s ∈ S}) ⋅ UU∗

= (1⊗RS)UU∗,

which, in turn, is ∗-isomorphic to 1⊗RS.

Observe that, in the more general case when S is represented in some I(X), then
one could try to use the same argument in order to prove that `∞(X) ⋊r S ≅ RX ⊂
B(`2X). The same argument, however, does not work. Indeed, the proof above
systematically uses that x, y, u, v ∈ S and, therefore, operations of the form x∗x, yx
and uv∗ make sense. In the case S ≠ X these operations are not well defined, since
x, y, u, v are points in X and, therefore, one would need to change the method of
proof.

4.3.2 Traces vs. proper infiniteness

After the detour of Section 4.3.1, we come back to some amenability notions, which
are the main topic of this chapter. Recall that we aim to give alternative char-
acterizations to domain-measurability by expanding Theorem 4.2.14 to the setting
of C*-algebras. In order to do this we first need to give some notation and some
preliminary lemmas.

Let α∶S → I(X) be a representation of an inverse semigroup S on a discrete set
X. To avoid technical complications suppose that X = ∪e∈E(S)De.1 Given a pair
x, y ∈X, we write xLy if there is some s ∈ S such that x ∈Ds∗s and sx = y. Observe
that the relation L is an equivalence relation. Indeed, symmetry follows from the
fact that if xLy then yLx by considering y = sx ∈ Dss∗ . For transitivity, if xLyLz
then x ∈ Ds∗t∗ts, where s, t witness xLy and yLz respectively. Lastly, observe that,
since x ∈ X = ∪e∈E(S)De, then there is some projection e ∈ E(S) such that x ∈ De.

1This is usually known as non-degeneracy of the representation.
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Since e is an idempotent it then follows that ex = x and, hence, xLx for every x ∈X,
proving reflexivity.

Remark 4.3.2. Observe that the equivalence relation L implies that a point x can
be moved onto y via the action of the inverse semigroup S. Moreover, we use the
letter L to denote the equivalence relation since it generalizes Green’s L-relation
when the representation α∶S → I(X) is actually equal to the usual Wagner-Preston
representation v∶S → I(S). Indeed, note the following straightforward fact.

Lemma 4.3.3. Let S be an inverse semigroup and let s ∈ S. Then x ∈ Ds∗s if and
only if xLsx.

Proof. Assume xLsx. Then x∗x = x∗s∗sx and, hence, multiplying by x from the
left we obtain x = xx∗x = xx∗s∗sx = s∗sx which shows x ∈Ds∗s. The reverse is done
similarly.

In particular, if α = v is the usual Wagner-Preston representation, then there is
some s ∈ S taking x to y (i.e., x ∈ Ds∗s and sx = y) if, and only if, xLy. The latter
Lemma 4.3.3 will be used throughout the rest of the thesis, mainly in Chapter 5,
almost always without mention.

Finally, observe that, from our perspective, the current use of L is that if a set
F ⊂X has only one L-class, then the corner pFRXpF has dimension ∣F ∣2 as a vector
space (see Lemma 4.3.5 below). Moreover, as the following lemma proves, we may
always assume that domain-Følner sets have exactly one L-class.

Lemma 4.3.4. Let α∶S → I(X) be a representation of S on X. If A ⊂X is domain
Følner then for every ε > 0 and finite F ⊂ S there is an (ε,F)-domain Følner F0 ⊂ A
with exactly one L-class.

Proof. Since A is domain Følner for any ε > 0 and finite F ⊂ S there is a finite F ⊂ A
such that

∣s (F ∩Ds∗s) ∖ F ∣ < ε

∣F ∣ ∣F ∣ for all s ∈ F .

Decomposing F into its L-classes we get F = F1 ⊔ ⋅ ⋅ ⋅ ⊔ F`, where uLv if and only if
u, v ∈ Fi for some i. To prove the claim it is enough to prove that some Fj must be
(ε,F)-domain Følner. Indeed, suppose none were, that is, for all j = 1, . . . , ` there
is an sj ∈ F such that

∣sj (Fj ∩Ds∗j sj
) ∖ Fj ∣ ≥ ε ∣Fj ∣ .

Observe that the choice of sj is not unique, but we can consider a particular fixed
choice. Arrange then the indices according to the following: for s ∈ F consider
Λs ∶= {j ∈ {1, . . . , `} ∣ sj = s}. Note that some Λs might be empty. Define Fs ∶= ⊔i∈ΛsFi
and observe

∣s (Fs ∩Ds∗s) ∖ Fs∣ = ∑
j∈Λs

∣sj (Fj ∩Ds∗j sj
) ∖ Fj ∣ ≥ ε ∑

j∈Λs
∣Fj ∣ = ε ∣Fs∣ .



Chapter 4. Inverse semigroups and their representations 84

Taking the sum over all s ∈ F we get

ε ∣F ∣ > ∑
s∈F

∣s (F ∩Ds∗s) ∖ F ∣ = ∑
s,t∈F

∣s (Ft ∩Ds∗s) ∖ Ft∣

≥ ∑
s∈F

∣s (Fs ∩Ds∗s) ∖ Fs∣ ≥ ε∑
s∈F

∣Fs∣ = ε ∣F ∣ .

This is a contradiction and, thus, some Fj0 must witness the domain Følner condi-
tion.

Lemma 4.3.5. Let α∶S → I(X) be a representation of S on X. Let F1, F2 ⊂ X be
finite sets such that F1 ∪ F2 has only one L-class. Then W ∶= pF2RXpF1 has linear
dimension ∣F1∣∣F2∣.

Proof. To prove the claim it suffices to show that for every ui ∈ Fi, i = 1,2 the matrix
unit

Mu2,u1δx = { δu2 if x = u1

0 otherwise,

is contained in W . Since u1Lu2 there is an element s ∈ S such that u1 ∈ Ds∗s and
su1 = u2. Therefore

Mu2,u1 = pF2p{u2}Vsp{u1}pF1 ∈ pF2RXpF1 =W,

and hence dimW = ∣F1∣∣F2∣.

The following result defines a canonical conditional expectation from B(`2X)
onto `∞(X), and its proof is routine.

Proposition 4.3.6. The linear map E ∶B(`2X)→ `∞(X) given by

E (T ) = ∑
x∈X

p{x}Tp{x},

is a conditional expectation, where the sum is taken in the strong operator topology.

We are now in a position to show the main theorem of the section, which char-
acterizes the domain measurability of the action in terms of amenable traces of the
algebra RX .

Theorem 4.3.7. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S, and let α∶S → I(X) be a representation of S on X. Then the following are
equivalent:

(1) X is S-domain measurable.
(2) X is not S-paradoxical.
(3) X is S-domain Følner.
(4) RX,alg is algebraically amenable.
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(5) RX has an amenable trace (and hence is a Følner C*-algebra).
(6) RX is not properly infinite.
(7) [0] ≠ [1] in the K0-group of RX .

Proof. The equivalences (1) ⇔ (2) ⇔ (3) follow from Theorem 4.2.14.
(1) ⇒ (5). Consider the conditional expectation E ∶B(`2X)→ `∞(X) introduced

in Proposition 4.3.6. Since X is S-domain measurable, by Proposition 4.2.10, there
is a mean m∶ `∞(X) → C satisfying m(sf) = m(f) for every f ∈ Es∗s. We claim
that then φ(T ) ∶= m(E(T )) is a hypertrace on RX . Indeed, observe that linearity,
positivity and normalization follow from those of m and E . Hence we only have
to prove the hypertrace property for the generators of RX . Note that since E is a
conditional expectation we have φ(fT ) = φ(Tf) for any f ∈ `∞(X), T ∈ B(`2X).
To show the same relation for the generator Vs note first that for any s, t ∈ S the
following relation holds:

E (VsT ) (x) = { Ts∗x,x if x ∈Dss∗ ,
0 if x ∉Dss∗ ,

and E (TVs) (y) = { Ty,sy if y ∈Ds∗s,
0 if y ∉Ds∗s.

It follows from the action introduced in Eq. (4.1) that sE(TVs) = E(VsT ) and
E(TVs) = E(TVs)Vs∗s and thus

φ (VsT ) =m (E (VsT )) =m (s ⋅ E (TVs))
=m (E (TVs)Vs∗s) =m (E (TVs)) = φ (TVs) ,

where we used the invariance of the mean in the third equality.
(5) ⇒ (6). Suppose that RX is properly infinite and has a hypertrace φ. Then

we obtain a contradiction from

1 = φ (1) ≥ φ (W1W
∗
1 ) + φ (W2W

∗
2 ) = φ (W ∗

1 W1) + φ (W ∗
2 W2) = φ (1) + φ (1) = 2,

where W1,W2 are the isometries witnessing the proper infiniteness of 1 ∈RX .
(6) ⇒ (2). Suppose that si, tj,Ai,Bj, i = 1, . . . , n, j = 1, . . . ,m, implement the

S-paradoxicality of X, that is, Ai ⊆Ds∗i si
, Bj ⊆Dt∗j tj

, and

X = s1A1 ⊔ . . . ⊔ snAn = t1B1 ⊔ . . . ⊔ tmBm

⊃ A1 ⊔ . . . ⊔ An ⊔ B1 ⊔ . . . ⊔ Bm.

Consider now the operators

W1 ∶= Vs∗1ps1A1 + ⋅ ⋅ ⋅ + Vs∗npsnAn and W2 ∶= Vt∗1pt1B1 + ⋅ ⋅ ⋅ + Vt∗mptmBm .

These are both partial isometries, since Vs∗i psiAi and Vt∗j ptjBj are partial isometries
with pairwise orthogonal domain and range projections. Furthermore, W ∗

1 W1 is
the projection onto the union of the domains of Vs∗i psiAi , which is the whole space
`2X. The same argument proves that W ∗

2 W2 = 1. Therefore, to prove the claim
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we just have to show that W1W ∗
1 and W2W ∗

2 are orthogonal projections. But these
correspond to projections onto ⊔ni=1Ai and ⊔mj=1Bj, respectively, which are disjoint
sets in X.

(3) ⇒ (4). By Lemma 4.3.4, given ε > 0 and finite F ⊂ S, there is a finite
non-empty F ⊂X with exactly one L-class such that

∣s (F ∩Ds∗s) ∖ F ∣ < ε ∣F ∣ , for all s ∈ F .

Consider the space W ∶= pFRXpF = pFRX,algpF and observe

VsW = {Vs pF T pF ∣ T ∈RX,alg}
= {ps(F∩Ds∗s) Vs T pF ∣ T ∈RX,alg}
⊂ {ps(F∩Ds∗s)∖F Vs T pF ∣ T ∈RX,alg} + {pF ps(F∩Ds∗s) Vs T pF ∣ T ∈RX,alg} .

Therefore
VsW +W ⊂ ps(F∩Ds∗s)∖F ⋅ (RX,alg) ⋅ pF + pF (RX,alg)pF ,

and, by Lemma 4.3.5,

dim (W + VsW ) ≤ ∣F ∣2 + ∣F ∣ ∣s (F ∩Ds∗s) ∖ F ∣ ≤ (1 + ε)dim (W ) ,

which proves the algebraic amenability of RX,alg.
(4) ⇒ (5). This follows from one of the main results of [8], which states that if

a pre-C∗-algebra is algebraically amenable then its closure has an amenable trace
(see [8, Theorem 3.17]).

(5) ⇒ (7). Any trace φ on RX , by the universal property of the K0 group,
induces a group homomorphism φ0∶K0 (RX) → R such that φ0([p]) = φ(p) for any
projection p ∈ RX . In this case φ0([1]) = φ(1) = 1 while 0 = φ(0) = φ0([0]), and
hence [1] ≠ [0].

(7)⇒ (2). If X is S-paradoxical, then it follows from Lemma 4.2.7 and the same
argument as in the implication (6) ⇒ (2) that [1] = [1] + [1] in K0(RX). Therefore
[1] = [0] in K0(RX).

Theorem 4.3.7 can be somewhat generalized to hold for any set A ⊂X.

Corollary 4.3.8. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S, and let α∶S → I(X) be a representation of S on X. Let A ⊂ X, then the
following conditions are equivalent:

(1) A is S-domain measurable.
(2) A is not S-paradoxical.
(3) There is a tracial weight ψ∶R+

X → [0,∞] such that ψ (pA) = 1.
(4) pA ∈RX is not a properly infinite projection.

Proof. Most of the proof is similar as in the reasoning of Theorem 4.3.7. The only
difference regards condition (3), and the replacement of the trace with a weight. To
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prove that (3) ⇒ (1), consider the measure µ(B) = ψ(pB). This µ will then be a
measure on X such that µ(A) = 1. Furthermore, invariance follows from ψ being
tracial:

µ (B) = ψ (Vs∗spB) = ψ (VspBVs∗) = ψ (psB) = µ (αs (B)) (4.6)

for every B ⊂Ds∗s.
To prove (1) ⇒ (3) we adapt the ideas in [91, Proposition 5.5]. Given a domain

measure µ normalized at A, denote by Pfin(X) the (upwards directed) set of K ⊂X
with finite measure, i.e., µ(K) <∞. Given K ∈ Pfin(X) consider the finite measure
µK(B) = µ(K ∩ B) and extend it, as in Proposition 4.2.10, to a functional mK .
Given a non-negative f ∈ `∞(X) define

m (f) ∶= sup
K∈Pfin(X)

mK (f) .

Then m is R+-linear, lower-semicontinuous, normalized at pA, and satisfies that
m (sf) = m (s∗sf), for every s ∈ S, f ∈ `∞(X). Finally, the weight given by ψ ∶=
m ○ E ∶R+

X → [0,∞] is a tracial weight.

In our last result of the section we point out that one can translate the Følner
sequences of X onto Følner sequences of projections in RX . To prove it we first
recall the following known result, which states that Følner sequences are preserved
under C*-closure (see [14, Section 1]). Its proof, in addition, is straightforward.

Lemma 4.3.9. Let T ⊂ B (H) be a set of operators on a separable Hilbert space H.
Suppose T has a Følner sequence {pn}∞n=1. Then {pn}∞n=1 is a Følner sequence for
the C*-algebra generated by T .

Proposition 4.3.10. Let S be a countable and discrete inverse semigroup with
identity, and let α∶S → I(X) be a representation. If X is domain measurable, then
there is a sequence {pn}∞n=1 ⊂RX which is a Følner sequence of projections for each
operator T ∈RX .

Proof. Choose a S-domain Følner sequence {Fn}∞n=1 of X, that exists since X is
domain measurable (see Theorem 4.3.7). Consider the orthogonal projection pn
onto span{δf ∣ f ∈ Fn} ⊂ `2X. Clearly, pn lies within RX , so, by Lemma 4.3.9, it is
enough to show that it is a Følner sequence for all generating elements VspA, s ∈ S,
A ⊂X. For this we compute

(VspApn) (δx) = { δsx if x ∈Ds∗s ∩ Fn ∩A
0 otherwise,

(pnVspA) (δx) = { δsx if x ∈ A ∩ s∗ (Fn ∩Dss∗)
0 otherwise.
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Thus we have the following estimates in the Hilbert-Schmidt norm:

∣∣VspApn − pnVspA∣∣22 ≤ ∣{x ∈ Fn ∩Ds∗s ∣ sx /∈ Fn}∣ + ∣s∗ (Fn ∩Dss∗) ∖ Fn∣
= ∣s (Fn ∩Ds∗s) ∖ Fn∣ + ∣s∗ (Fn ∩Dss∗) ∖ Fn∣ .

Noting that ∣∣pn∣∣22 = ∣Fn∣ the result follows from normalizing by ∣Fn∣ and taking limits
on both sides of the inequality.

4.3.3 (Amenable) Traces as domain-measures

Continuing the research conducted so far we now prove that either all traces in RX
are amenable or this algebra has no traces at all. Observe that similar results hold
for nuclear C*-algebras (see [20, Proposition 6.3.4]), for uniform Roe algebras over
metric spaces (see [8, Corollary 4.15]) and for C*-algebras with the weak expectation
property (see [19, Proposition 4.4.2]).

The main technical tool of the section is the following lemma, which states
that traces of RX factor through `∞(X) via the conditional expectation E (see
Proposition 4.3.6).

Lemma 4.3.11. Let α∶S → I(X) be a representation and let φ∶RX → C be a trace.
Then φ(T ) = φ(E(T )) for every T ∈ RX , where E denotes the canonical conditional
expectation onto `∞(X).

Proof. Since the closure of the linear span of the elements of the form VspA, where
s ∈ S and A ⊂Ds∗s, is dense in RX it is enough to show the claim for these elements.

First suppose that A has no fixed points under s, i.e., {a ∈ A ∣ sa = a} = ∅.
Consider the graph whose vertices are the elements of A and such that two vertices
a, b are joined by an edge if and only if b = sa. Since the action of s is injective on
A it is clear that every vertex has at most degree 2 and no loops. Therefore it can
be colored by 3 colors and, thus, there is a partition A = B1 ⊔B2 ⊔B3 such that if
a ∈ Bi then sa /∈ Bi. This allows us to decompose VspA as

VspA = VspB1 + VspB2 + VspB3 .

Taking traces on each side of the equality gives

φ (VspA) = φ (pB1VspB1) + φ (pB2VspB2) + φ (pB3VspB3) = 0 .

But in this case we also have E(VspA) = 0 and the equality φ =m ○ E follows.
Secondly, for arbitrary s ∈ S and A ⊂Ds∗s one can decompose A = B ⊔C, where

B ∶= {a ∈ A ∣ sa = a} is the set of fixed points and C ∶= {a ∈ A ∣ sa ≠ a}. In this case

VspA = VspB + VspC .
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By the above paragraph it follows that φ(VspC) = 0, while VspB is a projection in
`∞(X). Thus

φ (VspA) = φ (VspB) + φ (VspC) = φ (E (VspB)) = φ (E (VspA)) ,

which concludes the proof.

The following theorem is a consequence of Theorem 4.3.7 and the preceding
lemma.

Theorem 4.3.12. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S, and let α∶S → I(X) be a representation. Consider a positive linear functional
φ on RX . Then the following conditions are equivalent:

(1) φ is an amenable trace on RX .
(2) φ is a trace on RX .
(3) φ = φ∣`∞(X) ○ E and the measure µ(A) ∶= φ(pA) satisfies domain measurability,

i.e., µ(A) = µ(sA) for all s ∈ S and A ⊂Ds∗s.

Proof. The fact that (1)⇒ (2) is obvious. For (2)⇒ (3) note that by Lemma 4.3.11
it remains only to prove that µ (A) = µ (sA) for every s ∈ S, A ⊂ Ds∗s. This follows
from φ being a trace and an argument similar to Eq. (4.6). Finally, (3) ⇒ (1) is
proved as the implication (1) ⇒ (5) in Theorem 4.3.7.

Having done all the heavy-lifting, we end the section collecting some consequences
of the theorems so far presented. The following results easily follow from theorems
before.

The first corollary acknowledges the fact that there is a canonical bijection be-
tween the set of domain-measures of X and the set of traces of X, all of which are
necessarily amenable.

Corollary 4.3.13. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S, and let α∶S → I(X) be a representation. Then:

(1) X is S-domain measurable if and only if there is a trace on RX .
(2) Every trace on RX is amenable.
(3) There is a canonical bijection between the space of measures on X such that

µ (A) = µ (sA) when s ∈ S and A ⊂Ds∗s and the space of traces of RX .

Lastly, the following, which we state as theorem in analogy to Theorem 4.2.18,
characterizes the amenable actions in C*-terms, as in Theorem 4.3.7.

Theorem 4.3.14. Let S be a countable and discrete inverse semigroup with identity
1 ∈ S and let α∶S → I(X) be a representation. Then the following conditions are
equivalent:

(1) X is S-amenable.
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(2) De is not S-paradoxical for any e ∈ E (S).
(3) RX has a trace φ such that φ (Ve) = 1 for all e ∈ E (S).
(4) No projection Ve ∈RX is properly infinite.

4.4 Examples
This section of the chapter aims to give some examples of the notions and construc-
tions dealt with in the previous sections. We do so with the point of view of operator
algebras, that is, we are going to introduce some customary constructions that come,
mainly, from the area of C*-algebras. Of course, the following subsections do not
intend to be a complete list of interesting examples and, moreover, there might be
significant overlap between them. Last, and most certainly not least, we warn the
reader we will use a more colloquial language in this section, mainly due to the fact
that most of the constructions are well known.

To start off, we remark the following result. Given an inverse semigroup S we
say S is locally finite if every finite set K ⊂ S generates a finite subsemigroup, i.e.,
T ∶= ⟨K⟩ is finite. There are multiple instances of locally finite semigroups but, from
our perspective, locally finite semigroups are always domain-measurable.

Proposition 4.4.1. Let S be a locally finite inverse semigroup, and let α∶S → I(X)
be a representation. Then X is S-domain-measurable. Moreover, if Ds∗s is non-
empty for all s ∈ S then X is S-amenable.

Proof. Given a finite F ⊂ S let T ∶= ⟨F⟩. Fix a point x0 ∈X and consider the T -orbit
of x0:

F ∶= {tx0 ∣ x0 ∈Dt∗t and t ∈ T} .
By construction F is invariant under the action of T , that is, it is a domain-Følner
set of the representation. By Theorem 4.2.14 this proves the first claim.

For the last statement, note that if Ds∗s is non-empty for all s ∈ S then ∩t∈TDt∗t

is non-empty as well, and taking any x0 ∈ ∩t∈TDt∗t and following the same proce-
dure yields a Følner set F within the set ∩t∈TDt∗t. Therefore X is amenable by
Theorem 4.2.18.

The following remark is in order.

Remark 4.4.2. Observe that, in Proposition 4.4.1, we can only guarantee that
X is domain measurable unless Ds∗s is non-empty for all s ∈ S. Indeed, let B2 =
{e, f, s, s∗,0} be the semigroup with multiplication table

e = s∗s, f = ss∗ and s2 = 0.

Observe that B2 is the set of matrix units of size 2 with a zero element adjoined
(see [58, Proposition 6] for the relevance of B2 in related areas). Moreover, B2

can be represented on X = {a, b} via Ds∗s = {a}, Dss∗ = {b} and D0 = ∅. Then
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X is domain-measurable as, for instance, µ = δa defines a domain-measure, but X
cannot be amenable. Indeed, D0 = ∅ = Ds∗s ∩Dss∗ and, hence, µ(D0) = 1 from the
amenability of X, while µ(D0) = 0 since it is the empty set.

4.4.1 Semigroups coming from equivalence relations

Let X be a discrete set, and let ∼ be an equivalence relation on X. There are several
inverse semigroups one can construct from ∼, but here we only consider two of them.

The semigroup Sfin∼ is the semigroup of finite (i.e., open compact) bisections of
∼, that is, the set of partial bijections s∶Ds∗s →Dss∗ , where Ds∗s,Dss∗ ⊂X are finite
sets and x ∼ sx for every x ∈ Ds∗s. Note this inverse semigroup has a zero element
0 ∈ Sfin∼ , namely the empty function, and operation given by composition whenever
defined. Note, in addition, that the domain D0 is the empty set. Lastly, observe
that Sfin∼ is represented in I(X) by construction.

From a semigroup-theoretical point of view the semigroup Sfin∼ is rather trivial, for
sLt whenever they have the same domains (and similarly for Green’s right relation
R). Therefore the H-class of an idempotent e ∈ E(Sfin∼ ) is the symmetric group on
∣De∣ elements. Moreover, observe that, from the point of view of this chapter, the
semigroup Sfin∼ is rather uninteresting.

Proposition 4.4.3. Let ∼ be an equivalence relation on X, and let Sfin∼ be con-
structed as above. Then Sfin∼ is locally finite and, therefore, the canonical represen-
tation on X is domain-measurable. However, this representation is not amenable,
since 0 defines the empty map on X.

Proof. By Proposition 4.4.1 we only have to prove that Sfin∼ is locally finite. Given
any finitely generated sub-semigroup T = ⟨s1, . . . , sk⟩ ⊂ Sfin∼ observe that T naturally
sits within the inverse symmetric monoid of ∪ki=1Ds∗i si

elements, which is finite since
the elements si ∈ Sfin∼ have finite domains.

In light of the latter proposition it is clear that the requirement that any s ∈
Sfin∼ has finite domain is rather restricting. This raises the following alternative
construction.

The semigroup S∼ of (open) bisections of ∼, that is, S∼ is the set of partial
bijections s∶Ds∗s → Dss∗ , where Ds∗s,Dss∗ ⊂ X and x ∼ sx for every x ∈ Ds∗s. Note
the only difference between Sfin∼ above and S∼ is that the domains of the elements in
S∼ need not be finite and, therefore, the semigroup S∼ is, again, easily understood.
However, the canonical representation of S∼ needs not be domain-measurable, as the
following example shows.

Example 4.4.4. Let X ∶= N and let ∼ be the trivial equivalence relation on N
(every element is related to every other). We claim that, in this case, the canonical
representation S∼ → I(N) is not domain-measurable. Indeed, partition N = E ⊔O
into the even and odd numbers, and let s1, s2 ∈ S∼ be the partial bijections with
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domain N and image E and O respectively. In particular O = s1s∗1O and E = s2s∗2E
and, therefore

N = O ⊔E = s∗1O = s∗2E,
exhibiting a paradoxical decomposition of N under ∼.

The following definition encapsulates the idea of a paradoxical decomposition of
X using elements in S∼, and is inspired by the discussion of Ponzi schemes in the
introduction.

Definition 4.4.5. LetX be a discrete and countable set, and let ∼ be an equivalence
relation on X. Given a subset A ⊂ X, we say ∼ implements a Ponzi scheme on A
if there are injective maps ψ1, ψ2∶A → A with disjoint ranges such that x ∼ ψ1(x) ∼
ψ2(x) for all x ∈X.

Remark 4.4.6. We have chosen the name Ponzi scheme because that is precisely
what it is. Indeed, note that if A is a set of people and ∼ is the relation is a friend of
... of a friend of, then the people of A can agree on creating a Ponzi scheme, in the
sense of creating money via moving it around, if and only if ∼ is as in Definition 4.4.5.
In this case, moreover, if ψ1(x) = y then we would say that y gives 1$ to x (see also
Figure 1.2). Therefore, and since for any x ∈ A there are exactly two y1, y2 such that
ψ1(y1) = ψ2(y2) = x, the person x gives 1$ but receives 2$, yielding a net gain of 1$.

Remark 4.4.7. Observe, as well, the similarities between Definition 4.4.5 and the
notion of properly infinite projection (see Definition 2.3.7).

Theorem 4.4.8. Let ∼ be an equivalence relation on a discrete set X, and let A ⊂X.
Then the following assertions are equivalent:

(1) A is S∼-domain measurable.
(2) ∼ does not implement a Ponzi scheme on A (in the sense of Definition 4.4.5).
(3) Some ∼-class in A is finite.

Proof. (1)⇒ (2) follows from a contradiction argument, which leads to an inequality
of the form 1 ≥ 2. In turn, if every ∼-class in A is infinite then it is easy to construct
a Ponzi scheme in A, proving that (2) ⇒ (3). Finally, for (3) ⇒ (1) let A0 ⊂ A
be a finite ∼-class. Then the measure µ(B) ∶= ∣B ∩ A0∣/∣A0∣ witnesses the domain-
measurability of A.

4.4.2 Cuntz algebras and polycyclic monoids

Given n ∈ N⊔{∞}, recall that the Cuntz algebra On (see Cuntz’s seminal work [27])
is the universal C*-algebra generated by n isometries s1, . . . , sn such that s∗i sj = 0
unless i = j, and such that 1 = ∑ni=1 sis

∗
i . This presentation of On is reminiscient of

the so-called polycyclic monoid Pn, that is, the semigroup given by the presentation:

Pn ∶= {1,0} ⊔ ⟨a1, . . . , an ∣ a∗i aj = { 0 if i ≠ j,
1 otherwise, ⟩
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where 1 and 0 represent the unit and the zero element of Pn. The internal structure of
the semigroup Pn is well understood. In order to go into details, let An = {a1, . . . , an},
and letW(An) be the set of words with letters in An, including the empty word λ. As
a warning, note this notation is not commonly used within the semigroup community,
but it is more adequate to our purposes.2 First observe that any element s ∈ Pn can
be reduced to a word of the form αβ∗, where α,β ∈W(An). In this representation
the product in Pn follows the simple rule:

αβ∗ ⋅ πρ∗ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ανρ∗ if π = βν,
αµ∗ρ∗ if β = πµ,
0 otherwise.

Using these techniques, it is straightforward to represent Pn in W(An). Indeed, the
following is known as the Munn representation

Pn → I (W (An)) , where αβ∗∶βW (An)→ αW (An) , αβ∗ (βω) ∶= αω,

where βW(An) ⊂W(An) correspond to the words with letters in An that start with
β. Likewise, 0,1 ∈ Pn represent the identity and the empty map in W(An). The
following proposition should be no surprise.

Proposition 4.4.9. Let n ∈ N ⊔ {∞}. Then W(An) is domain measurable (under
the Munn representation of Pn) if, and only if, n = 1.

Proof. If n = 1 note P1 is the bicyclic monoid with a zero element adjoined ad-hoc
(see Example 3.3.3 and 5.1.6). It is then trivial to show that the finite sets

Fk ∶= {λ, a, . . . , ak} ⊂W (A1)

define a domain-Følner sequence in W(A1) and the claim follows by Theorem 4.3.7.
Suppose now that n ≥ 2. In this case

W (An) = a∗1a1W (An) = a∗2a2W (An) ⊃ a1W (An) ⊔ a2W (An) ,

yielding a paradoxical decomposition of W(An).

4.4.3 Semigroups coming from (partial) group actions

This last class of examples justifies the localization and domain-measurability con-
ditions. Following the work of Exel (see [35] and references therein) we say that a
discrete and countable group G acts partially on a discrete set X if for every g ∈ G
there is a partial bijection θg ∶Dg−1 → Dg, where Dg−1 ,Dg ⊂ X, such that for all
g, h ∈ G:

2In the semigroup community W(An) would be denoted by A∗n, but the ∗ notation is, for
obvious, rather inadequate in our setting.
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(i) D1 =X and θ1 = idX , the identity map on X.
(ii) θh(Dh−1 ∩Dg) =Dh ∩Dhg.
(iii) θh(θgx) = θhgx for all x ∈Dg−1 ∩Dg−1h−1 .

The point here is, of course, that not only can the domain Dg be properly contained
in X, but that the product θhθg is only the restriction of θhg to a certain domain.
Exel already introduced in [35, Definition 2.1] the inverse semigroup S(G) as the
universal inverse semigroup with generators {[g]}g∈G and relations given by

(1) [g−1][g][h] = [g−1][gh] and [g][h][h−1] = [gh][h−1] for all g, h ∈ G,
(2) [g][1] = [g] = [1][g] for all g ∈ G.

The next theorem was already proven by Exel in [35, Theorem 4.2].

Theorem 4.4.10. Let G be a group, and let S(G) be constructed as above. Given
any set X, there is a one-to-one correspondence between the partial actions of G on
X and the representations α∶S(G)→ I(X).

Following the latter theorem, the next proposition is straightforward to prove.

Proposition 4.4.11. Given a partial action of G on X, let α∶S(G)→ I(X) be the
associated representation. Then the following hold:

(1) There is a one-to-one correspondence between the G-invariant finitely additive
probability measures of X and the domain-measures of X under S(G).

(2) There is a one-to-one correspondence between the probability measures of X
such that µ(g(A ∩Dg−1)) = µ(A) for all g ∈ G and A ⊂X and Day’s invariant
measures of X under S(G).

Proof. Note that aG-invariant finitely additive probability measure of X is a measure
µ on X such that if A ⊂ Dg−1 then µ(A) = µ(gA). This clearly yields a domain-
measure of X. Moreover, note that, by Corollary 4.1.4, an invariant (in the sense of
Day) measure µ satisfies that µ(g(A ∩Dg−1)) = µ(A), as claimed.

4.5 Groupoid amenability, weak containment and
semigroup amenability

Inverse semigroups and groupoids, ever since the work of Paterson [81], go hand
in hand. This brief last section of the chapter aims to relate the amenability of
an inverse semigroup S with the amenability of its associated universal groupoid
GU(S). First though, a warning and a spoiler. As a warning, everything in this
section is already known, and we go through it in order to give a more complete
picture. As a spoiler, the answer is a clear and categorical no (see Theorem 4.5.3).

Let us recall the construction of the universal groupoid GU(S). For simplicity,
we shall follow the notation in [37] (see also [81, 36, 3] and references therein). Fix
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an inverse semigroup S, and let E be its set of idempotents. We say a filter on E is a
non-empty ξ ⊂ E that is upwards closed, meaning e ∈ ξ and e ≤ f ∈ E then f ∈ ξ; and
closed under multiplication, that is, if e, f ∈ ξ then ef ∈ ξ. Moreover, in case S has
a zero element 0 we require that 0 /∈ ξ. We shall denote the set of filters of E by Ê0.
Equipping Ê0 with pointwise convergence, or, equivalently, the relative topology of
Ê0 as a subset of {0,1}E, the space Ê0 is a locally compact, totally disconnected,
second countable Hausdorff space. Moreover, Ê0 is compact whenever S is unital,
as then a filter ξ is non-trivial if, and only if, 1 ∈ ξ. Observe the semigroup S acts
on Ê0 in a natural way:

θs∶Dθ
s∗s →Dθ

ss∗ , θs (ξ) ∶= {e ∈ E ∣ e ≥ sfs∗ for some f ∈ ξ} ,

where Dθ
e ⊂ Ê0 is the set of all filters containing e ∈ E. The universal groupoid of S

is the groupoid of germs of the action of S on Ê0, that is

GU(S) ∶= {[s, ξ] where s ∈ S and ξ ∈Dθ
s∗s} ,

where two germs [s, ξ], [t, ζ] ∈ GU(S) are equal if, and only if, ξ = ζ and se = te for
some e ∈ E such that e ∈ ξ. Observe, for example, that the groupoid operations of
GU(S) are given by

[s, ξ]−1 = [s∗, θs (ξ)] ; r ([s, ξ]) = θs (ξ) ; d ([s, ξ]) = ξ; [t, θs (ξ)] ⋅ [s, ξ] = [ts, ξ] .

Finally, GU(S) is equipped with the topology generated by sets of the form

{[s, ξ] ∣ ξ ∈ U}, where s ∈ S and U ⊂Dθ
s∗s is open.

The relevance of this construction comes from the fact that it englobes the represen-
tation theory of the semigroup itself. As a corollary, the reduced and full C*-algebras
of S can be seen as groupoid algebras. Indeed, see [81, Theorems 4.4.1 and 4.4.2]
for a proof of the following.

Theorem 4.5.1. Let S be a countable inverse semigroup, and let GU(S) be its
universal groupoid. Then C∗

r (S) = C∗
r (GU(S)) and C∗(S) = C∗(GU(S)).

Finally, recall (see, for instance, [1, Definitions 2.2.2 and 2.2.8] or [115, Defini-
tion 2.3]) that an étale groupoid G is amenable if for any compact K ⊂ G and ε > 0
there is a continuous compactly supported η∶G→ [0,1] such that

RRRRRRRRRRR
1 − ∑

h∈G∶s(h)=r(g)
η (h)

RRRRRRRRRRR
≤ ε and ∑

h∈G∶s(h)=r(g)
∣η (h) − η (hg)∣ ≤ ε

for all g ∈ K. As is well known, the notion of amenable groupoid generalizes the
notion of amenable group in the following sense (see, e.g., [1, Corollary 6.2.14]).

Theorem 4.5.2. Let G be an étale groupoid. G is amenable if, and only if, its
reduced C*-algebra is nuclear.
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Coming back to inverse semigroups, there are several natural amenability no-
tions:

(a) S is amenable, in the sense of Day.
(b) The groupoid GU(S) is amenable.
(c) S satisfies the weak containment property, that is, the reduced and full semi-

group C*-algebras of S coincide (see [67]).

Observe that (a), (b) and (c) are equivalent when S is a group. Therefore one may
wonder whether the above conditions are related for general inverse semigroups. As
it turns out, the answer is rather clear.

Theorem 4.5.3. Let S be a countable inverse semigroup. Then (b) implies (c), and
no other implication between the conditions above holds in general.

Proof. As we mentioned, the proof is well known, so we only cite the adequate
results. The fact that (b) implies (c) is clear (follows from Theorem 4.5.2). Wil-
lett [115] provided a counterexample to the implication (c)⇒ (b) based on a previous
construction of Higson, Lafforgue and Skandalis [48] (see Section 5.4.5 and Theo-
rem 5.4.10). Of course, S ∶= F2 ⊔ {0} is amenable but has a non-nuclear reduced
algebra, proving (a) does not imply (b) (this can also be done with a box space
construction starting with a property (T) group). In addition, the reduced and full
C*-algebras of S do not coincide, giving a counterexample to (a) ⇒ (c). Lastly, an
example of Nica [72] (see also [3]) gives a non-amenable semigroup whose reduced
algebra is the Cuntz-Toeplitz algebra, proving the claim. Indeed, the Cuntz-Toeplitz
algebra is nuclear, and for this class of semigroups conditions (b) and (c) are equiv-
alent.

Theorem 4.5.3 is not surprising. Roughly speaking, we observe that Day’s
amenability asserts the existence of an (amenable) trace of C∗

r (S), while the amenabil-
ity of the groupoid GU(S) is related to its nuclearity. From this point of view it
should not be a surprise that there is no general relation between these notions,
since there are tracial non-nuclear algebras (such as C∗

r (F2)) and nuclear traceless
algebras (such as O2).



Chapter 5
Inverse semigroups as metric

spaces

The present chapter shifts the point of view with respect to Chapter 4. Up until
now we have been considering a countable and discrete inverse semigroup S and
a representation α∶S → I(X) on a discrete set X. However, and for reasons that
will become apparent during the computations, in this chapter we only consider the
canonical Wagner-Preston representation S → I(S). In this sense, and for the rest
of the thesis, we have that the domain of an element s ∈ S is Ds∗s = {x ∈ S ∣ s∗sx =
x} = s∗sS, while its range is Dss∗ = ss∗S. Of course, left multiplication by s still
defines a bijection from Ds∗s onto Dss∗ . Observe that, to the best of our abilities, we
keep the convention that elements denoted by s, t, . . . act on things, while elements
x, y, . . . are acted on.

Given a countable and discrete inverse semigroup S, in Chapter 4 we built and
studied the C*-algebra RS which, in a lot of senses, is the analogue for inverse
semigroups of the uniform Roe algebra `∞(G) ⋊r G. Indeed, see Theorem 4.3.1 for
a proof of the fact that

RS = C∗ (`∞ (S) ⋅ {Vs ∣ s ∈ S}) ≅ `∞ (S) ⋊r S.

Actually, the main point of Theorem 4.3.1 is that, even though the crossed product
`∞(S)⋊rS sits naturally inside B(`2S⊗`2S), one can faithfully represent the crossed
product in B(`2S), yielding the algebra RS (see Theorem 4.3.1). Observe, as well,
that in the proof of Theorem 4.3.1 we already use the convention that the symbols
x, y represent both points and elements of S, meaning we can multiply them.

The starting point of this chapter is the realization that the C*-algebra RS might
actually be a uniform Roe algebra over a certain metric space. If S happens to be
a finitely generated group, for instance, then it is known that

RG ≅ `∞ (G) ⋊r G ≅ C∗
u (ΛG) ,

where ΛG is the Cayley graph of G with respect to any finite and symmetric gen-
erating set (see Theorem 2.3.14). In this sense, one realizes that the, a priori,
analytically defined crossed product `∞(G)⋊rG can be seen as a C*-algebra coming
from an intrinsically algebraic (or geometric) object, namely the Cayley graph of G.
This chapter is hence devoted to study when the algebra RS ≅ `∞(S) ⋊r S can be
seen as the uniform Roe algebra of a metric space underlying the semigroup S.
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First, in Section 5.1 we equip the inverse semigroup S with a distance, gen-
eralizing the path distance in the Cayley graph of a group G. This distance, as
we shall see, makes use of the Schützenberger graphs of the semigroup. Moreover,
in sections 5.1.1 and 5.1.2 we prove some basic properties of this distance. Sec-
tion 5.2 then studies the relation between the algebra RS and the uniform Roe
algebra C∗

u(ΛS), and characterizes exactly when these are equal since, as it turns
out, they may not be the same algebra. Having equipped the inverse semigroup with
a natural distance, Section 5.3 then studies some quasi-isometric invariants of the
graph ΛS (or, equivalently, of the inverse semigroup S). Of particular interest are
the domain-measurability of the semigroup (see Section 5.3.1) and the property A
of the metric space ΛS (see Section 5.3.2). Section 5.4 then gives various interesting
constructions that may be replicated in the context of inverse semigroups, providing
numerous examples. Lastly, Section 5.5 relates the property A of the semigroup
with the amenability of its universal groupoid.

5.1 Importance of extended metric spaces
Let us briefly state our current endeavor. Given a, say finitely generated, inverse
semigroup S we wish to construct an undirected graph ΛS such that the algebras
RS and C∗

u(ΛS) are equal (as subalgebras of B(`2S)). Indeed, note that we aim for
the path distance in ΛS to be symmetric, and hence we need ΛS to be undirected.
Moreover, observe that the finite generation condition will ensure that ΛS is of
bounded dimension, and our construction here will have to generalize the Cayley
graph construction in the group case.

For the next, recall that we say a metric space X is extended whenever two points
x, y ∈ X may be at infinite distance of each other (see Section 2.2). Likewise, any
metric attaining the value∞ is called an extended metric. The following proposition
emphasizes the need to consider extended metric spaces in this context, and also
serves as motivation behind Theorem 5.2.23.

Proposition 5.1.1. Let S be a countable inverse semigroup. Consider the matrix

Mx,y ∶ `2 (S)→ `2 (S) , where x, y ∈ S and Mx,y (δz) ∶= { δy if z = x
0 otherwise.

Let d∶S → [0,∞] be a (possibly extended) metric on S, and let x, y ∈ S.

(1) If d(x, y) <∞ then Mx,y ∈ C∗
u(S, d).

(2) If x∗x ≠ y∗y then Mx,y /∈RS.

Proof. (1) follows from the fact that Mx,y ∈ C∗
u,alg(X,d) ⊂ C∗

u(S, d). For (2), let
x, y ∈ S be such that x∗x ≠ y∗y. Then the matrix unit Mx,y is uniformly bounded
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away from any linear combination ∑ni=1 fiVsi ∈RS,alg:

∣∣Mx,y −
n

∑
i=1

fiVsi∣∣
2

≥ ∣∣Mx,y (δx) − (
n

∑
i=1

fiVsi)(δx)∣∣
2

=

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR

δy −
n

∑
i=1

x∈Ds∗
i
si

f (six) δsix

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR

2

= 1 +

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR

n

∑
i=1

x∈Ds∗
i
si

f (six) δsix

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR

2

≥ 1 ,

where the second equality follows from the fact that there can be no si such that
x ∈ Ds∗i si

and six = y, because otherwise y∗y = x∗s∗i six = x∗x, contradicting the
hypothesis.

The preceding proposition suggests that any pair x, y ∈ S such that x∗x ≠ y∗y
must be at infinite distance if one wishes to have RS ≅ C∗

u(ΛS). Following this idea,
we recall (see the discussion after Proposition 3.3.5) that x, y ∈ S are L-related if
x∗x = y∗y, and that they are R-related if xx∗ = yy∗. Likewise, Green’s relation H is
defined as the intersection of L and R, while D is their join. In particular, it is well
known that two idempotents e, f ∈ E(S) are D-related precisely when e = s∗s and
f = ss∗ for some s ∈ S.

5.1.1 Schützenberger graphs

Fix a countable and discrete inverse semigroup S, and fix a symmetric generating
set K = K∗ ⊂ S. Note that, in general, we do not assume K to be finite, nor do we
assume S to have a unit. Given an L-class L ⊂ S, recall that the left Schützenberger
graph of L is the edge-labeled undirected graph whose vertex set is L, and such
that two vertices x, y ∈ L are joined by an edge labeled by k ∈ K if kx = y (see,
e.g., [98, 99, 41]). Observe that for inverse semigroups Λ(L,K) is an undirected
graph, in the sense that if x, y ∈ L and kx = y then y∗y = x∗k∗kx and, thus, k∗y =
k∗kx = x. Therefore there is a k∗-labeled edge going from y to x. We will denote
by Λ(S,K) the disjoint union of the left Schützenberger graphs Λ(Le,K), where
e ∈ E(S). That is, the vertex set of Λ(S,K) is S and two vertices x, y ∈ S are joined
by an edge labeled by k ∈K if and only if xLy and kx = y.

Remark 5.1.2. Note that Λ(S,K) is not the usual (left) Cayley graph of a semi-
group (see, e.g., [41]). Indeed, observe that the Cayley graph of S is in general
a directed graph while Λ(S,K) is always undirected. For instance, if S = {0,1}
equipped with the product, then its Cayley graph has a directed edge going from 1
to 0, while in Λ(S,K) the vertices 0 and 1 are in different connected components. In
fact, it can be shown that Λ(S,K) is the graph resulting from deleting the directed
edges in the left Cayley graph of S.

Alternatively one could construct the undirected graph Σ(S,K), whose con-
nected components are the right Schützenberger graphs Σ(R,K) of each R-class R.
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For general semigroups the left and right version of these graphs need not even be
coarsely equivalent, since an arbitrary semigroup could, for instance, have a distinct
number of L and R classes (cf., [41, Example 1]). However, for inverse semigroups
these graphs are isomorphic.

Lemma 5.1.3. The graphs Λ(S,K) and Σ(S,K) are isomorphic (as graphs).

Proof. The isomorphism of graphs is given by the involution map, which is clearly
bijective and maps L-classes onto R-classes. In addition, since the generator set is
symmetric, we have that adjacency relations of the graphs are also preserved, since
y = kx if and only if y∗ = x∗k∗.

For the sake of simplicity, we will henceforth omit the term left when referring
to Schützenberger graphs. Furthermore, if the generating set K is clear from the
context we will denote Λ(S,K) just as ΛS. Similarly, for any L-class L ⊂ S we
will often write its Schützenberger graph simply by ΛL. We will also refer in some
situations (specially in Section 5.3) to the inverse semigroups as metric spaces, by
which we mean the corresponding disjoint union of Schützenberger graphs equipped
with the usual path length metric.

Remark 5.1.4. A point x ∈ S may be connected with itself with a non-trivial loop,
that is, an edge starting and ending at x and labeled by an element k ∈ K that is
not the unit. For instance, let S = G ⊔H, where h ⋅ g = g ⋅ h ∶= g for any g ∈ G and
h ∈ H. Then the only L-classes of S are G and H, and any g ∈ G is decorated with
a loop in ΛS labeled by each element h ∈H.

Remark 5.1.5. Infinitely many edges might connect two vertices x, y ∈ S. Indeed,
let S ∶= G × N, where G is a discrete group generated by K and the operation is
given by

(g, n) ⋅ (h,m) ∶= (gh,min{n,m}) .
Then S is an inverse semigroup with (g, n)∗ ∶= (g−1, n), and any (g,1), (kg,1) ∈
G × {1} are connected by infinitely many edges of the form (k,m) ∈K ×N.

The following is the main example of importance (see also Section 5.4).

Example 5.1.6. Let T = ⟨a, a∗ ∣ a∗a = 1⟩ be the bicyclic monoid (see Example 3.3.3).
Note that the elements of T are words of the form aia∗j, where i, j ≥ 0. Of these, the
idempotents are exactly those for which i = j. Moreover, observe that aia∗jLapa∗q if,
and only if, j = q. Therefore, if one chooses the natural generating set K ∶= {a, a∗},
the resulting graph ΛT consists of countably many half-lines (see Figure 5.1).

5.1.2 Falling down of the paths

This section is, in essence, the crucial Lemma 5.1.7. Recall that the maximal homo-
morphic image of S is the quotient S/σ, where sσt if, and only if, se = te for some
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1 a∗ a∗2 a∗3

a aa∗ aa∗2 aa∗3

a2

a3

a2a∗

a3a∗

a2a∗2 a2a∗3

a3a∗2 a3a∗3

⋮ ⋮ ⋮ ⋮

. . .

. . .

. . .

. . .

⋰

Figure 5.1: Graph ΛT associated to the biclycic monoid T = ⟨a, a∗ ∣
a∗a = 1⟩ with respect to the canonical generating set K ∶= {a, a∗}. Any

two half-lines are at infinite distance from one another.

idempotent e ∈ E(S). As can easily be proven, the quotient, denoted by G(S),
is always a group. Moreover, observe that if S is generated by K then G(S) is
generated by σ(K), where σ∶S → G(S) denotes the canonical projection (note the
slight abuse of notation). In this sense, one can equip G(S) with the path metric
dG(S) coming from the Cayley graph of G(S) with respect to σ(K). Likewise, let
dS stand for the path metric in ΛS. Note, in particular, that dS(x, y) =∞ whenever
x∗x ≠ y∗y. Lastly, `(s) denotes the length of an element s ∈ S in the alphabet K.

Lemma 5.1.7. Let S = ⟨K⟩ be an inverse semigroup, and let σ∶S → G(S) be the
canonical projection onto the maximal homomorphic image.

(1) For any s, x ∈ S such that x ∈Ds∗s we have

dG(S) (σ (x) , σ (sx)) ≤ dS (x, sx) ≤ dS (s∗s, s) ≤ `(s).

(2) For any s, x ∈ S such that xx∗ = s∗s (hence, in particular, x ∈Ds∗s), we have

dS (x, sx) = dS (s∗s, s) .

Proof. For (1) observe that if `(s) = d and s = kd . . . k1 ∈ Kd, then s∗s and s are
joined by a path labeled by kd, . . . , k1, and thus `(s) ≥ dS(s∗s, s). Moreover, for
x ∈ Ds∗s a geodesic path joining s∗s with s will define by multiplication from the
right with x a path of the same length joining x with sx on Lx∗x and, therefore,
dS(x, sx) ≤ dS(s∗s, s). Similarly, any geodesic path joining x with sx will define via
the quotient map σ a path joining σ(x) with σ(sx) in the Cayley graph of G(S),
proving the last inequality.

Part (2) follows from (1) since

dS (x, sx) ≤ dS (s∗s, s) = dS (xx∗, sxx∗) ≤ dS (x, sx) ,
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where the last inequality is, again, due to the fact that a geodesic connecting x
and sx in ΛS defines a path between xx∗ and sxx∗ when multiplied on the right by
x∗.

Remark 5.1.8. Observe that Lemma 5.1.7 defines precisely the meaning of right
invariance in the context of inverse semigroups. Recall that a metric d in a group G
is said to be right invariant if d(g, h) = d(gx, hx) for every g, h, x ∈ G. Moreover, note
that such an exact invariance condition cannot be attained for inverse semigroups.
Indeed, let S = Z × {1,2}, where (n, i) + (m,j) ∶= (n +m,min{i, j}). Equip S with
the generating set K ∶= {(±2,1), (±3,1), (±1,2)}. Then

d ( (0,2) + (0,1) , (2,2) + (0,1) ) = d ( (0,1) , (2,1) ) = 1 < 2 = d ( (0,2) , (2,2) ).

In general, observe that, given s, t, x ∈ S

(tx) (sx)∗ = txx∗s∗ = txx∗s∗ss∗ = (ts∗) ⋅ (sxx∗s∗)

and hence (tx)(sx)∗ ≤ ts∗, which we see as the pair (sx, tx) being below the pair
(s, t). Therefore, and roughly speaking, any path connecting s and t falls down to a
path connecting sx and tx. Furthermore, we use the verb falls down because paths
below may not lift to paths above. Therefore, in a sense, the points of S are more
connected in the L-classes that correspond to small idempotents than they are in the
L-classes that correspond to large idempotents. However, note that, due to the non-
injectivity of left multiplication, the L-classes that correspond to small idempotents
may be smaller (in size) than the ones corresponding to large idempotents, meaning
that different paths above label the same path on a level below.

The following proposition proves that some of the Schützenberger graphs ΛL are
isomorphic (as graphs) to each other.

Proposition 5.1.9. Let S be a countable inverse semigroup. Given s ∈ S, let Λs∗s

and Λss∗ be the Schützenberger graphs of the L-classes of s∗s and ss∗, respectively.
Then

ρ∶Λs∗s → Λss∗ , where ρ (x) ∶= xs∗

defines a graph isomorphism between Λs∗s and Λss∗.

Proof. First note that (xs∗)∗xs∗ = sx∗xs∗ = ss∗ss∗ = ss∗ and thus xs∗Lss∗. If
xs∗ = ys∗ then x = xx∗x = xs∗s = ys∗s = yy∗y = y for any x, y ∈ Λs∗s, which
proves that ρ is injective. Given an arbitrary t ∈ Λss∗ , observe that t∗t = ss∗ and,
therefore, t = tss∗ = ρ(ts) since tsLs∗s, proving that ρ is a bijection. Finally, since
ρ is defined by right multiplication it is clear that it preserves adjacency. Indeed,
the points x, kx ∈ Λs∗s are joined by an edge labeled by k if and only if the points
xs∗, kxs∗ ∈ Λss∗ are joined by an edge labeled by k.

From the language of semigroup theory, Proposition 5.1.9 precisely states that if
e, f ∈ E(S) are D-related then their Schützenberger graphs Λe and Λf are isomor-
phic as graphs. For instance, in the particular case of the bicyclic monoid T (see



Chapter 5. Inverse semigroups as metric spaces 103

Example 5.1.6), the latter proposition gives that right multiplication by a∗ defines
a graph isomorphism between the (left) Schützenberger graph of 1 and the (left)
Schützenberger graph of a∗ (this isomorphism is, of course, the obvious one).

5.2 Large scale geometry of an inverse semigroup
From now on, let S be a discrete and countable inverse semigroup, and fix a symmet-
ric and generating set K =K∗ ⊂ S. This section aims to study some basic large-scale
properties of the graph ΛS.

Proposition 5.2.1. Let S = ⟨K⟩ be a finitely generated inverse semigroup, with K
finite. Then ΛS is of bounded geometry.

Proof. For any x ∈ S and r > 0 we have the uniform estimate ∣Br(x)∣ ≤ ∣K ∣r.

Observe that our setting is that of semigroups which are countable but not nec-
essarily finitely generated. We do, however, require ΛS to be of bounded geometry,
in which case our setting reduces to the usual one in groups. Recall that the Cayley
graph of a group G is bounded geometry if and only if G is finitely generated.

Proposition 5.2.2. Let S = ⟨K⟩ be an inverse semigroup. If ΛS is of bounded
geometry, then so is the left Cayley graph of the maximal homomorphic image G(S).

Proof. Given r > 0, since ΛS has bounded geometry, we have that

m ∶= sup
x∈S

∣Br(x)∣ <∞ .

We claim that m also uniformly bounds the cardinality of the r-balls in the Cayley
graph of G(S), thus proving that G(S) has bounded geometry. Indeed, assume
that this is not the case. Let σ∶S → G(S) be the canonical quotient map and
let Br(σ(x1)) be an r-neighborhood (with respect to the path distance) of some
σ(x1) ∈ G(S) having at least m + 1 different points, i.e.,

{σ (x1) , . . . , σ (xm+1)} ⊂ Br (σ (x1)) .

Any point σ(xi) is connected with σ(x1) by a geodesic path σ(si) ∈ G(S) of length
at most r, and in particular σ(xi) = σ(six1) for every i = 2, . . . ,m+1. Consider then
the idempotent given by

e ∶= x∗1s∗2s2x1 . . . x
∗
1s

∗
m+1sm+1x1,

and let y1 ∶= x1e and yi ∶= siy1, where i = 2, . . . ,m + 1. We claim that the points
{yi}m+1

i=1 are pairwise different and within distance r of y1, thus proving that m is
not a bound on the cardinality of the r-balls of S and contradicting our assumption.
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Indeed, first note that, when i ≠ j, it follows that yi ≠ yj since σ(yi) = σ(six1) =
σ(xi) ≠ σ(xj) = σ(sjx1) = σ(yj). Secondly, observe

s∗i siy1 = s∗i six1e = s∗i six1x
∗
1s

∗
i six1 e = x1x

∗
1s

∗
i six1e = x1e = y1

and hence y1 ∈ Ds∗i si
for every i = 2, . . . ,m + 1, proving that y1, . . . , ym+1 are all L-

related (cf., Lemma 4.3.3). Finally, the points y1 and yi are connected by a path of
length less than r by construction, since siy1 = yi, proving the claim.

Remark 5.2.3. The difficulty of the preceding proof is the fact that the elements
x1, . . . , xm+1 ∈ S need not be L-related, that is, they might sit in different Schützen-
berger graphs of S. Moreover, the edges connecting σ(x1), . . . , σ(xm+1) in G(S)
need not be present in a certain L-class, and thus we have to move the point x1 ∈ S
down via multiplication with a suitable projection e in order to replicate those edges
in a certain L-class Le ⊂ S. Therefore, what the proof above actually says is that
the local structure of G(S), i.e., a certain r-ball Br(σ(x1)) ⊂ G(S), may be seen
in an L-class Le ⊂ S, provided that e ∈ E(S) is a sufficiently small idempotent. In
particular, the left Cayley graph of G(S) is the inductive limit of the Schützenberger
graphs of S (see also the proof of Proposition 5.3.11).

The following proposition generalizes a well known result in the case of groups
(see [76, Theorem 1.3.12]). See also [41, Proposition 4] for a similar statement for
semigroups considered as semi-metric spaces.

Proposition 5.2.4. Let S be an inverse semigroup and let K1,K2 ⊂ S be two fi-
nite and symmetric generating sets. The graphs Λ(S,K1) and Λ(S,K2) are quasi-
isometric.

Proof. The identity function id∶Λ(S,K1) → Λ(S,K2) is a quasi-isometry. Indeed,
since it is surjective it is enough to prove there is some constant m ≥ 1 such that

1

m
dK1 (x, y) ≤ dK2 (x, y) ≤mdK1 (x, y) for any x, y ∈ S,

where dKi denotes the path distance in the graph Λ(S,Ki). Note that if x and y are
not L-related then dK1(x, y) = dK2(x, y) =∞, so we may suppose that x, y belong to
the same L-class. In this case the inequalities follow by letting

m ∶= max{dK1 (k∗k, k) , dK2 (k∗k, k) ∣ k ∈K1 ∪K2} .

5.2.1 E-unitary and F-inverse cases: upper and lower bounds

This section follows the study of the large-scale geometry of S (or, rather, the graph
ΛS) in relation with that of the maximal homomorphic image G(S).
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The first observation is that G(S) might be radically different from S from a
geometrical point of view. Indeed, any S = H ⊔ {0}, where H is an infinite group,
has trivial homomorphic image, but ΛS isometrically contains the Cayley graph of
H. This behavior happens because of the germ-like nature of σ and, in particular,
because left multiplication by idempotents need not define an injective map in S.
The following class of semigroups avoids this kind of behavior.

Definition 5.2.5. An inverse semigroup S is E-unitary if the canonical projection
σ∶S → G(S) is idempotent pure, that is, E(S) = σ−1(1).

Remark 5.2.6. Observe that σ(e) = σ(f) for all e, f ∈ E(S) and, thus, E(S) ⊂
σ−1(1). The semigroup S is then E-unitary whenever sσe ∈ E(S) implies s ∈ E(S).

The following proposition is one of the many characterizations of E-unitary semi-
groups, see Lawson’s book [58, Section 2.4, Theorem 6] for its proof and for some
other approaches.

Proposition 5.2.7. A semigroup S is E-unitary if, and only if, the projection σ∶S →
G(S) restricts to an injective map in every L-class of S.

Using the latter and Lemma 5.1.7 yields the following.

Corollary 5.2.8. Let S be an E-unitary inverse semigroup, and let L ⊂ S be an
L-class. Then σ∶S → G(S) is injective in L and dG(S)(σ(x), σ(y)) ≤ dS(x, y) for
every x, y ∈ L.

Observe that, if S is E-unitary, then we know that σ is injective in every L-
class, but it need not be a quasi-isometric embedding. Indeed, see Section 5.4.4
for an example of an E-unitary inverse semigroup such that σ is not even a coarse
embedding.

The E-unitary notion, and the idea that the distance d(x, y) can be bounded
below, is further strengthened by the following proposition. First recall that, if
(P,≤) is a partially ordered set, we say an element p ∈ P is maximal if there is no
element q ∈ P such that q ≥ p and q ≠ p. Likewise, we say p is greatest if p ≥ q
for all q ∈ P . Observe that every greatest element is automatically maximal but a
maximal element need not be greatest. Observe, moreover, that a partially ordered
set need not have any maximal element and neither does it need to have a greatest
element, even if there are maximal elements. Lastly, recall that we say s ≤ t, for
s, t ∈ S, whenever ts∗s = s, and note that this partial order is a partial order within
the σ-classes of S.

Definition 5.2.9. An inverse semigroup S is F-inverse if the σ-class of any element
s ∈ S has a unique greatest element.

F-inverse semigroups have been studied in the literature, see, for instance, Law-
son’s [58, Section 7.4] for a comprehensive introduction. In particular, the following
is well known (cf., [58, Proposition 3, Chapter 7]).
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Proposition 5.2.10. Any F-inverse semigroup is E-unitary. Moreover, the bicyclic
monoid (see Example 5.1.6) is F-inverse.

From a metrical point of view these F-inverse semigroups are interesting because
their distance can be bounded above.

Corollary 5.2.11. Let S be an F-inverse semigroup. Given any s ∈ S denote by
ms ∈ S the greatest element in the σ-class of s. Then:

dG(S) (1G(S), σ (s)) ≤ dS (s∗s, s) ≤ dS (m∗
sms,ms) .

Proof. The first inequality directly follows from Lemma 5.1.7, while the second
follows by the same lemma by letting x ∶= s and noting that s ≤ms.

Another, perhaps more interesting, corollary is that the canonical projection map
σ coarsely embeds any Schützenberger graph of S into G(S) whenever S is F-inverse.
Indeed, note that the proof of the following makes explicit use of both the bounds
above and below given in Corollary 5.2.11, along with the running assumption that
the Schützenberger graphs of S are of bounded geometry.

Proposition 5.2.12. Let S be an F-inverse semigroup, and let L ⊂ S be an L-class
of bounded geometry equipped with the path metric of its associated Schützenberger
graph. Then the quotient map σ∶S → G(S) coarsely embeds L into G(S).

Proof. Given a radius r > 0, let

ρ+ (r) ∶= sup{dS (s∗s, s) ∣ σ (s) ∈ Br (1) ⊂ G (S)} ∈ [0,∞] ,

where Br(1) denotes the r-ball around 1 in G(S). It is then clear from Corol-
lary 5.2.11 that

dG(S) (1, σ (s)) ≤ dS (s∗s, s) ≤ ρ+ (dG(S) (1, σ (s))) . (5.1)

Moreover, Eq. (5.1) above may be improved to all pairs x, y ∈ S noting that dS(x, y) =
dS(xx∗, yx∗) (see Lemma 5.1.7), and hence σ is a coarse embedding provided that
ρ+(r) is finite. To that end note G(S) is of bounded geometry (see Proposition 5.2.2)
and, therefore, the ball

Br(1) = {σ (s1) , . . . , σ (sk)}
is a finite set. Let m1, . . . ,ms ∈ S be the unique maximal elements above s1, . . . , sk,
that exist since S is F-inverse. Then, following Lemma 5.1.7,

ρ+ (r) = max
i=1,...,k

{dS (m∗
imi,mi)} <∞,

which concludes the proof.
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5.2.2 The finite labeling condition, or when RS ≅ C∗
u(S)

In this section we will show that the graph ΛS ∶= ⊔eLe (seen as a metric space
with the path length metric) allows to witness the algebra RS as the uniform Roe
algebra C∗

u(ΛS). We begin introducing an important notion for the semigroup S
(see in relation with Theorem 5.2.23).

Definition 5.2.13. Let S = ⟨K⟩ be an inverse semigroup with countable and sym-
metric generating set K and let L ⊂ S be an L-class.

(1) We say the pair (L,K) admits a finite labeling, or has condition FL for short,
if there are c ≥ 1 and a finite K1 ⊂ K such that for any x, y ∈ L with y ∈ Kx,
we have that y ∈ Kp

1x for some p ∈ {1, . . . , c}, where Kp
1 denotes the words of

length p in the alphabet K1.

(2) We say the pair (S,K) admits a finite labeling, or has condition FL for short,
if every L-class of S admits a finite labeling uniformly among the L-classes,
that is, if there are c ≥ 1 and a finite K1 ⊂ K such that, for any x, y ∈ S with
xLy and y ∈Kx, we have that y ∈Kp

1x for some p ∈ {1, . . . , c}.

Remark 5.2.14. We say the pair (S,K) has condition FL instead of S has condition
FL since admitting a finite labeling may depend on the generating set K. However,
as most times K is fixed, we shall normally say S admits a finite labeling, meaning
the pair (S,K) admits a finite labeling. Note, moreover, that inverse semigroups
may have more than one proper and right invariant metrics, even up to coarse
equivalence, contrary to the group case.

The preceding definition, although technical, is essential to various arguments
in the chapter. It is, in particular, an algebraic characterization of the equality of
C*-algebras RS = C∗

u(ΛS) (see Theorem 5.2.23).
The following gives sufficient conditions for an inverse semigroup to admit a

finite labeling and, in particular, shows there are important classes of examples
which satisfy this condition.

Proposition 5.2.15. The following classes of inverse semigroups are FL:

(1) The class of finitely generated inverse semigroups.
(2) The class of F-inverse semigroups such that ΛS is of bounded geometry.

Proof. It is clear that every finitely generated inverse semigroup admits a finite la-
beling: take c ∶= 1 and K1 ∶= K, which is finite by assumption. For the second
statement let S = ⟨K⟩ be an F-inverse semigroup such that ΛS is of bounded geom-
etry. Denote the maximal group homomorphic image G(S) simply by G. Consider
then the projection σ restricted to the following set of greatest elements:

Agreat ∶= {s ∈ S ∣ s is greatest in σ(s) and ∃x ∈Ds∗swith dS (x, sx) ≤ 1} ,
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i.e., consider
σ∶ Agreat → { g ∈ G ∣ dG (1G, g) ≤ 1} = B1 (1G) . (5.2)

Note that Agreat is not empty because 1 ∈ Agreat and since the greatest element in
each class is unique the preceding map is injective. Moreover, the right hand side
is a finite set since ΛS is of bounded geometry (see Proposition 5.2.2) and, hence,
Agreat is finite too. Therefore there is a finite K1 ⊂ K such that every element in
Agreat is a word in K1 of length less than c ∶= max{`(s) ∣ s ∈ Agreat}. It can then
be checked that these form a finite labeling of S. In fact, let xLy with y = kx for
some k ∈ K (i.e., dS(x, y) ≤ 1). Denote by s0 the greatest element in σ(k). Since
Dk∗k ⊂ Ds∗0s0

we have s0x = kx = y and, therefore, y ∈ Kp
1x for some p ∈ {1, . . . ,C},

proving that S is FL.

Remark 5.2.16. Following the same argument as in Proposition 5.2.15 one can
arrive at a broader class of FL semigroups. Indeed, observe that the key point
in the proof is that the map σ in Eq. (5.2) has finite image and finite preimages
and, therefore, its domain is finite as well. Hence any semigroup with these same
properties will be FL by the same argument.

In particular, we may say that S is finitely bounded above if every σ-class of S
has a finite number of maximal elements that bound every element in the class.
By the same argument, one can see these finitely bounded above semigroups also
admit finite labelings. However, note the two notions, namely finite bounded above
and admitting a finite labeling, are not equivalent. For example, any S = G ⊔ {0},
with G a finitely generated infinite group, admits a finite labeling but is not finitely
bounded above. We will not use the finitely bounded above notion in this thesis.

The following proposition gives necessary conditions for an inverse semigroup to
be admit a finite labeling. Even though its proof is straightforward, it highlights
some key ideas behind the definition. Note that the construction of Λ(S,K) can be
done similarly for any subset of labels K1 ⊂K, and the corresponding graph will be
denoted by Λ(S,K1), which is then a subgraph of Λ(S,K).

Proposition 5.2.17. Let S = ⟨K⟩ be an inverse semigroup admitting a finite label-
ing, and let K1 ⊂K be as in Definition 5.2.13. Then the following hold:

(1) The identity map on vertices Λ(S,K)→ Λ(S,K1) is a quasi-isometry.
(2) Every s ∈ S can be written as a word s = kd . . . k1e, where e ∈ E(S) and ki ∈K1,

that is, S is finitely generated modulo idempotents.

Proof. (1) follows from the fact that for every x, y ∈ S

dK (x, y) ≤ dK1 (x, y) ≤ ldK (x, y)

where dK and dK1 denote the path distances in Λ(S,K) and Λ(S,K1), respectively,
and l ∶= c ≥ 1 is as in Definition 5.2.13. (2) holds since, by the hypothesis, any s ∈ S
can be written as s = kd . . . k1 where ki ∈K1, that is, s = ss∗s = kd . . . k1s∗s.
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Lastly, the following proposition is straightforward to prove, but we include it
for later use.

Proposition 5.2.18. Let S = ⟨K⟩ be an inverse semigroup. The pair (S,K) admits
a finite labeling if, and only if, for every r ≥ 0 there is a finite Fr ⊂ S such that if
d(s∗s, s) ≤ r then there is some m ∈ Fr such that ms∗s = s (or, equivalently, m ≥ s).

Proof. Let K1 ⊂ K and c ≥ 1 witness the FL condition of (S,K) as in Defini-
tion 5.2.13. Given a radius r > 0 the set Fr ∶= Krc

1 is finite. Moreover, it labels all
paths in S in alphabet K and of length at most r. That is, whenever d(s∗s, s) ≤ r
there is some path m ∈ Fr such that ms∗s = s, as required.

For the converse, let r = 1 and let F1 be as in the statement. As it is finite, there
is a finite K1 ⊂K such that every element m ∈ Fr is a word in K1. Putting c as the
maximum length of the words in F1, it then follows that K1 and c witness the FL
condition of (S,K).

Remark 5.2.19. Proposition 5.2.18 gives a geometric interpretation of condition
FL. Indeed, let Cr be the set of points of S such that d(s∗s, s) ≤ r. Observe that
if S was a group then Cr would be a ball, as there is only one L-class. However,
in general it is convenient to think of Cr as a cylinder. Indeed, note that Cr is a
union of r-balls around every projection in S (see Figure 5.2), forming a cylinder.
Then, by Proposition 5.2.18, condition FL actually states that Cr has a finite cover 1,
meaning every point s ∈ Cr is below some point in Fr.

Schützenberger
graphs of S

● e1

● e2

● e3

⋮

Cr

Fr = shaded
area

Figure 5.2: Rough depiction of the finite labeleability condition as stated
in Proposition 5.2.18. In this sense, given a radius r ≥ 0, the cylinder Cr
(dashed in the picture) is the set of points of S such that d (s∗s, s) ≤ r,

and we view the finite set Fr as a cover or a tap of Cr.

Example 5.2.20. Following Proposition 5.2.18 observe that the condition FL is
trivially satisfied when S = G is a countable group. Indeed, equipping G with a
proper and right invariant metric d (see Proposition 2.2.17) yields a metric space

1Here we mean cover as in the geometric and intuitive idea, as in Figure 5.2. We do not mean
cover as Exel does in [36].
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(G,d) of bounded geometry. Therefore the r-ball Br(1) ⊂ G is a finite set, and it
trivially satisfies condition FL as stated in Proposition 5.2.18.

Example 5.2.21. A simple example of an inverse semigroup that does not admit
finite labeling is S = (N,min), where n ⋅m ∶= min{n,m} and n∗ = n. In this case, the
generating set must necessarily be K = S = E(S), and hence ΛS = ⊔n∈N{n}, i.e., ΛS

is formed by infinitely many isolated points that are pairwise at infinite distance,
where any vertex {n} has infinitely loops labeled by m ≥ n. It is clear that for any
finite K1 ⊂K there is an n ∈ N such that n ≥ k for any k ∈K1. Letting x = y ∶= n in
Definition 5.2.13 it then follows that S is not FL, even though any L-class consisting
of a single point is trivially FL. Similarly, the graph ΛT associated to the semigroup
T ∶= (N,max) consists of infinitely many isolated points pairwise at infinite distance,
and any vertex {n} has precisely n loops labeled by k ∈ {1, . . . , n}. In this case, ΛT

is FL because T is F-inverse.
Note S = (N,min) proves the converse implications in Proposition 5.2.17 are

false, that is, S does not have condition FL but satisfies both (1) and (2) in Propo-
sition 5.2.17.

We turn to the proof of the main result, i.e., we want to compare the algebras
RS and C∗

u(ΛS). The following preliminary result shows that one inclusion always
holds.

Proposition 5.2.22. Let S be an inverse semigroup. Let ΛS be the disjoint union
of the left-Schützenberger graphs of S. Then RS ⊂ C∗

u(ΛS).

Proof. Note first that any f ∈ `∞(S) corresponds to a diagonal operator hence has
propagation 0. Note that the propagation of the generators Vs, where s ∈ S, is given
by

p(Vs) ∶= sup
x∈Ds∗s

d(x, sx) = d(s∗s, s).

In fact, it is clear that p(Vs) ≥ d(s∗s, s) since s∗s ∈ Ds∗s. The reverse inequality
follows from Lemma 5.1.7.

Theorem 5.2.23. Let S = ⟨K⟩ be a countable and discrete inverse semigroup such
that ΛS is of bounded geometry. Then the following conditions are equivalent:

(1) (S,K) admits a finite labeling (see Definition 5.2.13).
(2) The ∗-algebras RS,alg and C∗

u,alg(ΛS) are equal, and hence

RS = C∗
u (ΛS) .

Proof. (1) ⇒ (2). Given an operator T ∈ C∗
u,alg(ΛS), say of propagation r > 0, let Fr

be as in Proposition 5.2.18. Observe that for every pair x, y ∈ S such that d(x, y) ≤ r
there is t ∈ Fr such that tx = y. Let tx,y ∈ Fr be such a possible choice and consider



Chapter 5. Inverse semigroups as metric spaces 111

the functions ξs ∈ `∞(S), s ∈ S, defined by

ξs (y) ∶=
⎧⎪⎪⎨⎪⎪⎩

⟨δy, T δs∗y⟩ if y L s∗y and s = ts∗y,y,
0 otherwise.

Note that ξs = 0 if s /∈ Fr. We claim that

T =∑
s∈S
ξsVs = ∑

s∈Fr
ξsVs.

Observe that, on the one hand, if x and y are not L-related then ⟨δy, T δx⟩ = 0 since
T is of bounded propagation. In addition, if x ∈ Ds∗s then xLsx and, therefore,
sx ≠ y, which implies that ⟨δy, (∑s∈S ξsVs)δx⟩ = 0. On the other hand, if xLy then:

⟨δy,(∑
s∈S
ξsVs) δx⟩ = ⟨δy, ∑

s∈Fr
x∈Ds∗s

ξs (sx) δsx⟩ = ∑
s∈Fr
sx=y

ξs (y) = ⟨δy, T δx⟩,

since, by construction, there is exactly one s ∈ Fr such that sx = y and ξs(y) ≠ 0,
namely s = tx,y.

(2) ⇒ (1). Suppose (S,K) does not admit a finite labeling. Let K = {k1, k2, . . .}
and denote by Kn ∶= {k1, . . . , kn} be the first n generators. Then for every n ∈ N
there are points xn, yn ∈ S such that xnLyn, yn ∈ Kxn and xn and yn are not joined
by a path labeled by Kn of length less than n. Note, as well, that since ΛS is of
bounded geometry we may suppose that xn ≠ xn′ for any n ≠ n′. Consider the
operator:

T ∶ `2S → `2S, Tδz ∶=
⎧⎪⎪⎨⎪⎪⎩

δyn if z = xn,
0 otherwise.

The operator T has finite propagation since supn∈N d(xn, yn) ≤ 1, and, thus, T ∈
C∗
u,alg(ΛS). Moreover, we will show that T cannot be approximated by elements in
RS,alg and, therefore, T /∈ RS. Indeed, given any ∑mi=1 fiVsi ∈ RS,alg, let n ∈ N be
sufficiently large so that si is a word in Kn for every i = 1, . . . ,m and n is greater
than the maximum length of the elements si. In this case

∣∣T −
m

∑
i=1

fiVsi∣∣ ≥ ∣∣T (δxn) − (
m

∑
i=1

fiVsi) (δxn)∣∣
`2(S)

=

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR

δyn −
m

∑
i=1

xn∈Ds∗
i
si

fi (sixn) δsixn

RRRRRRRRRRRRRRRRR

RRRRRRRRRRRRRRRRR`2(S)

≥ 1,

where the last inequality follows from the fact that, by construction, sixn ≠ yn for
all i = 1, . . . ,m.
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Note that, in general, the uniform Roe algebra decomposes as a direct sum over
the algebras associated to the corresponding L-classes

C∗
u (ΛS) ≅ ∏

e∈E(S)
C∗
u (ΛLe) .

Based on the strategy of the proof of the preceding theorem one can prove a similar
result relating the uniform Roe algebra of an L-class in S and the corresponding
corner of RS.

Theorem 5.2.24. Let S = ⟨K⟩ be a countable and discrete inverse semigroup and
let L ⊂ S be an L-class such that ΛL is of bounded geometry. Denote by pL be the
orthogonal projection from `2S onto `2L ⊂ `2S. Then the following conditions are
equivalent:

(1) (L,K) admits a finitely labeling (see Definition 5.2.13).
(2) pLRSpL = C∗

u(ΛL) as subalgebras of B(`2S).

As a corollary of Theorem 5.2.23 and Proposition 5.2.15 we have the following:

Corollary 5.2.25. Let S be a finitely generated inverse semigroup or F-inverse
semigroup such that ΛS has of bounded geometry. Then

RS = C∗
u(ΛS) = `∞(S) ⋊r S.

Example 5.2.26. Recall from Example 5.2.21 that the semigroup S = (N,min)
is not FL. Thus, by Theorem 5.2.23 we have RS ≠ C∗

u(ΛS). Indeed, observe that
ΛS = ⊔n∈N{n} and, therefore, C∗

u(ΛS) = `∞(N). On the other hand, RS,alg = cfin(N)
(sequences with finite support) and, hence, RS = c0(N).

5.3 Quasi-isometric invariants
In this section we study some of the large scale properties of the graph ΛS in relation
to C*-properties of the reduced semigroup C*-algebra C∗

r (S) and the uniform Roe
algebra C∗

u(ΛS). Recall that a property P is said to be a quasi-isometric invariant
if, given two quasi-isometric extended metric spaces (X,dX) and (Y, dY ) such that
X has P, then so does Y . We will be particularly interested in two notions, namely
amenability (see Section 5.3.1) and property A (see Section 5.3.2).

5.3.1 Domain-measurability (and not amenability)

In this subsection we show that domain measurability, as defined in Definition 4.1.5,
is a quasi-isometric invariant of the graph ΛS. We begin recalling that Følner sets
may be localized within an L-class of S. Indeed, observe that the following is a
translation of Lemma 4.3.4 into our context.
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Lemma 5.3.1. Let S be domain measurable. Then for every ε > 0 and finite F ⊂ S,
there exists some L-class L ⊂ S and a finite non-empty F ⊂ L such that

∣s (F ∩Ds∗s) ∪ F ∣ ≤ (1 + ε) ∣F ∣

for all s ∈ F .

The following two lemmas allow us to reduce the proof of Theorem 5.3.5 to the
case of a surjective quasi-isometry.

Lemma 5.3.2. Let S,T be quasi-isometric semigroups of bounded geometry. Then
there is a finite group G and a surjective quasi-isometry ϕ∶S ×G→ T .

Proof. Let φ∶S → T be a quasi-isometry. In particular, there is some r > 0 such that
dT (t, φ(S)) ≤ r for every t ∈ T . Let m > 0 be an upper-bound of the cardinality of
the r-balls in T , and let G be any finite group of cardinality m. For any t ∈ T let θt
be an embedding of Br(t) into G and consider the map

ϕ∶S ×G→ T, where ϕ (s, g) ∶= { θ−1
φ(s) (g) if g ∈ im (θφ(s))
φ (s) otherwise.

Then ϕ is surjective and a local perturbation of φ and, thus, a quasi-isometry.

Lemma 5.3.3. Let S be an inverse semigroup, and let G be a finite group. If S ×G
is domain measurable (respectively amenable) then so is S.

Proof. Observe the product in S × G is defined coordinate-wise. In particular
(s, g)∗(s, g) = (s∗s,1) and, therefore, (x, g) ∈D(s∗s,1) if and only if x ∈Ds∗s.

Given ε > 0 and a finite F ⊂ S let FG ⊂ S ×G witness the (ε/∣G∣,F ×G)-Følner
condition of S ×G. Consider the set

F ∶= {s ∈ S ∣ (s, g) ∈ FG for some g ∈ G} .

Then F ⊂ S is clearly finite and non-empty. Furthermore ∣F ∣ ⋅ ∣G∣ ≥ ∣F ×G∣ and

∣s (F ∩Ds∗s) ∖ F ∣
∣F ∣ ≤

∣(s,1) (F ×G ∩D(s∗s,1)) ∖ F ×G∣
∣F ×G∣ ⋅ ∣G∣ ≤ ε

∣G∣ ⋅ ∣G∣ ≤ ε.

for any s ∈ F . Therefore F witnesses the (ε,F)-Følner condition of S. If, in addition,
S ×G is amenable, then the set F constructed before is contained in Ds∗s.

The next proposition gives an alternative Følner type characterization of domain
measurability in the case that (S,K) admits a finite labeling. Recall that NrA is
the r-neighborhood of A, i.e., the set of points x ∈ S such that d(x,A) ≤ r. Note
that, in particular, if A ⊂ L, where L ⊂ S is an L-class, then A ⊂ NrA ⊂ L.
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Proposition 5.3.4. Let S = ⟨K⟩ be an inverse semigroup admitting a finite labeling.
Then S is domain measurable if and only if for every r > 0 and ε > 0 there is a finite
non-empty F ⊂ L ⊂ S, where L is an L-class, such that

∣NrF ∣ ≤ (1 + ε)∣F ∣.

Proof. It is standard to show that if S is domain measurable then the Følner con-
dition implies the corresponding inequality of the r-neighborhood. To show the
reverse implication let Fr be as in Proposition 5.2.18. By Lemma 5.3.1 there is an
L-class L and a finite F ⊂ L such that for every s ∈ Fr

∣s (F ∩Ds∗s) ∪ F ∣
∣F ∣ ≤ 1 + ε

∣Fr∣
.

It follows that such an F satisfies the required Følner condition.

Theorem 5.3.5. Let S and T be inverse semigroups admitting finite labelings, and
suppose S and T are quasi-isometric. If T is domain measurable then so is S.

Proof. Let ϕ∶S → T be a quasi-isometry. By Lemma 5.3.2 and Lemma 5.3.3 we may
suppose that ϕ is a surjective quasi-isometry. Let m > 0 and c ≥ 0 be some constants
such that for every x, y ∈ S

1

l
dS (x, y) − c ≤ dT (ϕ (x) , ϕ (y)) ≤ l dS (x, y) + c,

where dS and dT denote the path distances in ΛS and ΛT respectively. By Propo-
sition 5.3.4 and given r > 0 and ε > 0 there is some finite non-empty FT ⊂ T within
some L-class and with small (lr + c)-neighborhood, that is, ∣Nlr+cFT ∣ ≤ (1 + ε)∣FT ∣.
We claim the set

FS ∶= ϕ−1 (FT )
has a small r-neighborhood in S and, therefore, by Proposition 5.3.4, S is domain
measurable too. Observe that FS is non-empty since ϕ is surjective. Furthermore,
the distance between two any L-classes (in either ΛS or ΛT ) is infinite, and thus,
since ϕ is a quasi-isometry, it takes L-classes of S onto L-classes of T . FS is, whence,
contained within some L-class. Moreover, FS must be finite since T is of bounded
geometry and ϕ is a quasi-isometry. Finally:

∣NrFS ∣
∣FS ∣

≤ ∣Nlr+cFT ∣
∣FT ∣

≤ 1 + ε,

which proves that FS has small r-neighborhood in S.

Figure 5.3 illustrates the main ideas of the proof of Theorem 5.3.5.

Remark 5.3.6. Note that Theorem 5.3.5 only proves that domain measurability is a
quasi-isometry invariant. Indeed, following our approach Day’s amenability is not a
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T

FTeT●
N +
r FT

φ
S

FS = φ−1 (FT )
N +
mr+cFS

Figure 5.3: Graphical depiction of the fact that domain-measurability
is a quasi-isometric invariant. The notation is the same as the one used

in the proof of Theorem 5.3.5.

quasi-isometric invariant, since the quasi-isometry φ∶S → T need not respect the L-
classes and, therefore, need not respect the localization condition (see Theorem 4.1.3
and Definition 4.1.5). For instance, letting S ∶= {1} ⊔ F2 and T ∶= F2 ⊔ {0}, then T
is amenable, S is not amenable, and the map

ϕ∶S → T, where ϕ (1) = 0 and ϕ∣F2 = idF2

is a quasi-isometry, since 1 and F2 are in different connected components of S, and
so are F2 and 0 in T .

5.3.2 Property A

We now address another important coarse invariant of metric spaces of bounded
geometry, namely Yu’s property A (see Definition 2.2.12). As it turns out we can
characterize when the Schützenberger graph ΛL of an L-class L ⊂ S has property A,
generalizing the result for groups (see Theorem 2.2.21).

Theorem 5.3.7. Let S be a countable and discrete inverse semigroup, and let L ⊂ S
be an L-class such that the left Schützenberger graph ΛL is of bounded geometry. Let
pL be the orthogonal projection from `2S onto `2L ⊂ `2S. Consider the following
statements:

(1) The graph ΛL has property A.
(2) The C*-algebra pLRSpL is nuclear.
(3) The C*-algebra pLRSpL is exact.
(4) The C*-algebra pLC∗

r (S)pL is exact.

Then (1) ⇒ (2) ⇒ (3) ⇔ (4). Moreover, if (L,K) admits a finite labeling then all
conditions are equivalent.

Proof. For convenience, and since L is fixed, in this proof we denote by p the pro-
jection pL, and R stands for RS. Furthermore, note that pVsp = Vsp, since p projects
onto an L-class (see Lemma 4.3.3).

(1) ⇒ (2). Let F ⊂ pRp be finite and ε > 0. Observe that, without loss of
generality, we may suppose that every element of F is of the form fVs where the
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support of f is contained in L∩Dss∗ . Let r > 0 be larger than the length of s for every
s such that fVs ∈ F . Since ΛL has property A there are c > 0 and ξ∶ΛL → `1(ΛL)1,+
such that supp(ξx) ⊂ Bc(x), x ∈ L, and

∣∣ ξx − ξy ∣∣1 ≤
ε

m
for every x, y ∈ L such that d (x, y) ≤ r, (5.3)

where m ∶= max{ ∣∣fVs∣∣ ∣ fVs ∈ F }. Consider then the map

ϕ∶pRp→∏
x∈L

MBC(x), where ϕ (a) ∶= (pBc(x)apBc(x))x∈L .

Recall thatMBc(x) denotes the full matrix algebra with rows and columns labeled by
elements in Bc(x) and pBc(x) ∈ `∞(S) is the characteristic function of Bc(x). Since
ΛL is of bounded geometry there is some q > 0 such that ∣BR(x)∣ ≤ q for every x ∈ L
and, therefore,

im(ϕ) ⊂∏
x∈L

MBC(x) ⊂ `∞(L)⊗Mq.

Let A be the closure in norm of the image of ϕ and consider ϕ∶pRp→ A. Moreover,
let

ψ∶A→ pRp, where ψ ((bx)x∈L) ∶= ∑
x∈L

ξ∗xbxξx

where we identify ξx with the diagonal operator ξxδy ∶= ξy(x)δy (note the flip between
the argument and the index of ξ). It is clear that both ϕ and ψ are c.c.p. maps.
Furthermore

ψ (ϕ (fVs)) = ∑
x∈L

fξxVsξx = fVs (∑
x∈L

(s∗ξx) ξx) ∈ pRp,

where s∗ξx(δy) ∶= ξsy(x) if y ∈ Ds∗s and s∗ξx(δy) = 0 otherwise. From Eq. (5.3) we
have for all s ∈ S such that fVs ∈ F the following estimate

∣∣Vs∗s −∑
x∈L

(s∗ξx) ξx∣∣ = sup
y∈L

∣Vs∗sδy −∑
x∈L

((s∗ξx) ξx) δy∣

= sup
y∈L∩Ds∗s

∣1 −∑
x∈L

ξy (x) ξsy (x)∣ = sup
y∈L∩Ds∗s

∣1 − ⟨ξsy, ξy⟩∣ ≤
ε

M
.

Therefore, we can estimate

∣∣ fVs − ψ (ϕ (fVs)) ∣∣ = ∣∣ fVs (Vs∗s −∑
x∈L

(s∗ξx) ξx) ∣∣

≤ ∣∣fVs∣∣ ∣∣Vs∗s −∑
x∈L

(s∗ξx) ξx∣∣ ≤ ε.
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Since, by Proposition 2.3.2, A is nuclear it follows that pRp is nuclear as well by
Proposition 2.3.3.

(2) ⇒ (3) follows since nuclear algebras are exact.
(3) ⇒ (4) follows since exactness passes to subalgebras.
(4) ⇒ (3). Given ε > 0 and a finite F ⊂ pRp, without loss of generality we

may suppose that every element in F is of the form fVs, where the support of f is
contained in L ∩Dss∗ . By the exactness of pC∗

r (S)p there are c.c.p. maps

ϕ̃∶pC∗
r (S)p→Mn and ψ̃∶Mn → B (`2L)

such that ∣∣Vsp − ψ̃(ϕ̃(Vsp))∣∣ ≤ ε/m for all fVs ∈ F , where m ∶= max{ ∣∣fVs∣∣}fVs∈F .
Consider the c.c.p. maps

ϕ∶pRp→ `∞ (L)⊗Mn and ψ∶ `∞ (L)⊗Mn → B (`2 (L)) ,
fVs → f ⊗ ϕ̃ (Vs) and f ⊗ b→ fψ̃ (b) .

Then

∣∣ψ (ϕ (fVs)) − fVs ∣∣ ≤ ∣∣fVs∣∣ ⋅ ∣∣Vsp − ψ̃ (ϕ̃ (Vsp))∣∣ ≤ ε,

which proves, again using that `∞(L) ⊗Mn is nuclear (see Proposition 2.3.2), that
pRp is exact.

Finally, if the L-class L admits a finite labeling then by Theorem 5.2.24 the corner
pRp is a uniform Roe algebra, i.e., pRp ≅ C∗

u(ΛL). Using recent results by Sato
(see [94, Theorem 1.1]) we have that C∗

u(ΛL) is exact ⇔ C∗
u(ΛL) is nuclear ⇔ ΛL

has property A and, therefore, all the statements in the theorem are equivalent.

Remark 5.3.8. Observe that implication of (1) ⇒ (2) in Theorem 5.3.7 is inde-
pendent of (L,K) admitting a finite labeling or not. This is remarkable since, in
general, nuclearity does not pass to subalgebras and the corner pLRSpL is properly
contained in the uniform Roe algebra C∗

u(ΛL). In general, it is known that a met-
ric space has property A if and only if its uniform Roe algebra is nuclear (see, for
example, [20, Theorem 5.5.7]).

Moreover, observe that in Theorem 5.3.7 (4) the corner pLC∗
r (S)pL need not be

closed. Indeed, note that, in general, pL is not contained in C∗
r (S).

We can also extend Theorem 5.3.7 to the whole graph ΛS = ⊔e∈E(S)ΛLe . In
particular, this allows us to characterize when the graph ΛS has property A via the
C∗-algebras RS and C∗

r (S). We first note that ΛS has property A when all of its
connected components have uniform property A (see Definition 2.2.12).

Lemma 5.3.9. ΛS has property A if and only if the family {ΛLe}e∈E(S) has uniform
property A.

Proof. The proof is a direct consequence of the definitions involved.
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Observe that there are inverse semigroups, necessarily with infinitely many L-
classes, without property A and such that every of their Schützenberger graphs do
have property A (see Section 5.4.5).

Theorem 5.3.10. Let S be a countable and discrete inverse semigroup of bounded
geometry. Consider the assertions:

(1) The graph ΛS has property A.
(2) The C*-algebra RS is nuclear.
(3) The C*-algebra RS is exact.
(4) The C*-algebra C∗

r (S) is exact.

Then (1) ⇒ (2) ⇒ (3) ⇔ (4). Moreover, if S admits a finite labeling then all
conditions are equivalent.

Proof. By Lemma 5.3.9, condition (1) is equivalent to the family {ΛLe}e∈E(S) having
uniform property A. Observe that all the implications follow from similar arguments
as those in the proof of Theorem 5.3.7. For instance, in this context the c.c.p. maps
are given for each L-class Le and one needs to use the uniform bound on the constants
ce, e ∈ E (see Definition 2.2.12).

We end the section giving a relation between the property A of S and that of
G(S). Observe that the proof of the following proposition is based on the facts that
the left Cayley graph of G(S) is the inductive limit of the Schützenberger graphs
of S and that property A is closed under inductive limits with injective connecting
maps. We give an explicit proof because, in general, the natural connecting maps
Le → Lef , where se↦ sef , need not be injective for certain L-classes.

Proposition 5.3.11. Let S be a countable and discrete inverse semigroup such
that S is of bounded geometry. If S has property A, then so does the maximal
homomorphic image G(S).

Proof. Fix a free ultrafilter ω ∈ βN ∖ N and let {en}n∈N ⊂ E(S) be a decreas-
ing sequence of projections that is eventually below every other projection (as in
Lemma 4.2.17). In particular, observe that for all s ∈ S we have that senLen for
all n ≥ n0 and n0 ∈ N large enough. Let Ln ⊂ S be the L-class of en ∈ E(S). By
Lemma 5.3.9 the family {ΛLn}n∈N has uniform property A and, thus, given ε > 0
and r > 0 let c ≤ 0 and ξ(n)∶ΛLn → `1(ΛLn)1,+ witness the (r, ε)-uniform property A
of the family {ΛLn}n∈N. Consider

ξ∶G (S)→ `1 (G (S)) , where ξσ(s) (σ (t)) ∶= lim
n→ω ξ

(n)
sen (ten) .

Note that, since senLen for all n ≥ n0, the function ξσ(s) is well defined. Furthermore,
ξσ(s) is positive and of norm 1, since

∣∣ξσ(s)∣∣1 = ∑
σ(t)∈G(S)

lim
n→ω ξ

(n)
sen (ten) = lim

n→ω ∑
t∈Bc(sen)

ξ
(n)
sen (ten) = lim

n→ω ∣∣ξ
(n)
sen ∣∣

1
= 1.
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In addition, for any σ(s), σ(t) ∈ G(S) such that ξσ(s)(σ(t)) ≠ 0, by the limit construc-
tion it follows that there is some positive δ > 0 with ξ(n)sen(ten) ≥ δ for all sufficiently
large n ∈ N. Therefore, using the comparison of distances given in Lemma 5.1.7 we
obtain

dG(S) (σ (s) , σ (t)) ≤ dLn (sen, ten) ≤ c <∞

where c > 0 is a constant bounding the diameter of the supports of ξ(n)sen . It thus
follows that supp(ξσ(s)) is contained in a ball of radius c > 0 around σ(s). Finally,
let σ(s), σ(t) ∈ G(S) such that dG(S)(σ(s), σ(t)) ≤ r. Then

∣∣ξσ(s) − ξσ(t)∣∣1 = lim
n→ω ∣∣ξsen − ξten ∣∣1 ≤ ε

since ∣∣ξsen − ξten ∣∣1 ≤ ε for all sufficiently large n ∈ N.

5.3.3 Property A in the E-unitary case

We conclude the study of property A by applying Theorem 5.3.10 to the special
case where S is E-unitary. The following proposition is an improvement of Proposi-
tion 5.2.2 in the E-unitary case.

Proposition 5.3.12. Let S be an E-unitary inverse semigroup, and let G(S) be its
maximal homomorphic image. Then the following are equivalent:

(1) ΛS is of bounded geometry.
(2) The left Cayley graph of G(S) is of bounded geometry.

Proof. The implication (1) ⇒ (2) was already proved in Proposition 5.2.2. To show
the reverse implication let r > 0 and note that, by hypothesis, the r-balls of G(S)
have uniformly bounded cardinality, i.e., supx∈S ∣Br(σ(x))∣ <∞. Since S is E-unitary
the canonical projection σ gives an injective map from Br(x) ⊂ S to Br(σ(x)) ⊂
G(S) for every x ∈ S and, thus,

sup
x∈S

∣Br (x)∣ ≤ sup
x∈S

∣Br (σ (x))∣ <∞,

which proves that S is of bounded geometry.

Observe Proposition 5.3.12 actually proves that any upper bound on the cardi-
nality of the r-balls of S is also an upper bound on the cardinality of the r-balls
of G(S). The reverse implication is also true if S is, in addition, E-unitary. More-
over, note that the E-unitary assumption on S is essential in Proposition 5.3.12.
Indeed, as an example of a non-E-unitary semigroup that fails to have this property
let S ∶= G ⊔ {0}, where 0 denotes a zero element and G is a non-finitely generated
group. Then G(S) is trivial (hence of bounded geometry), but the left Schützen-
berger graph of the L-class of 1G is the left Cayley graph of G and, thus, not of
bounded geometry.
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Recall that it was proven in [2, Proposition 8.5] that an E-unitary inverse semi-
group S is exact (in the sense that C∗

r (S) is an exact C*-algebra) if and only if
G(S) is an exact group. With the techniques presented previously we can give a
new proof of this result relating exactness of the C*-algebra to the property A of
the graph ΛS.

Theorem 5.3.13. Let S be an E-unitary countable and discrete inverse semigroup
admitting a finite labeling. Then the following are equivalent:

(1) The graph ΛS has property A.
(2) The C*-algebra C∗

r (S) is exact.
(3) The maximal homomorphic image G(S) has property A.

Proof. For the equivalence (1) ⇔ (2) see Theorem 5.3.10. The implication (1) ⇒
(3) is proved in Proposition 5.3.11, and, thus, it suffices to show (3) ⇒ (2). It is
well known (see, e.g., [3]) that C∗

r (S) = C0(Ê0) ⋊r G(S), where Ê0 is the spectrum
of S. Thus, following similar reasonings as in the proof of the same implication of
Theorems 5.3.7 and 5.3.10, it follows that if G(S) is exact then so is C∗

r (S).

5.4 Examples of metric spaces coming from semi-
groups

This section aims to give several examples of metric spaces arising from inverse
semigroups. The examples we introduce here are almost orthogonal to, meaning
have small intersection with, the examples of Chapter 4 (see Section 4.4). In par-
ticular, the examples here considered aim to study the possible geometries that
arise from inverse semigroups, and study these in relation with notions from this
chapter, such as admitting a finite labeling. As such, Subsection 5.4.1 studies the
known Schützenbergerg graphs of the polycyclic monoids, while Subsection 5.4.2
recalls a usual construction in semigroup literature. Subsection 5.4.3 then proves
the well known fact that every undirected graph arises as the Schützenberger graph
of an inverse semigroup, and Subsection 5.4.4 sketches an example of an E-unitary
semigroup whose canonical projection σ∶S → G(S) does not coarsely embed some
L-classes into G(S). Lastly, Subsection 5.4.5 replicates certain interesting behavior
in the context of inverse semigroups.

5.4.1 Polycyclic monoids

Given n ∈ N recall the construction of the polycyclic monoid Pn (see Example 3.3.3).
It is finitely generated and, therefore, admits a finite labeling. Moreover, every
non-trivial left Schützenberger graph of Pn is the n-ary complete rooted tree (see
Figure 5.4 for n = 2 and Figure 5.1 for n = 1).
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P2 = ⟨1,0, a, b ∣ a∗a = b∗b = 1 and a∗b = 0⟩

Schützenberger
graph of a ∈ P2

1

a

a2

a3

b b2 b3

ab2

ba

ba2

aba

b2a

ab
bab

a2b

Figure 5.4: Schützenberger graph of a in the polycyclic monoid P2.

5.4.2 Lattices and semidirect products

An important class of inverse semigroups arises from lattices and semi-direct prod-
ucts. We first recall these notions. Let (X,∧) be a meet-semilattice, that is, let
X be a partially ordered set such that for every x, y ∈ X there is a unique greatest
lower bound of x, y, which we denote by x∧ y. Suppose furthermore that a discrete
group G acts on X by order-preserving bijections, and consider the inverse semi-
group X ⋊G given (as a set) by X ×G. For (x, g), (y, h) ∈ X ⋊G we define their
product to be

(x, g) ⋅ (y, h) ∶= (x ∧ gy, gh) and (x, g)∗ = (g−1x, g−1) .

One can then show that (X ⋊G, ⋅) is an inverse semigroup, whose set of idempotents
is canonically isomorphic to X. The following straightforward result characterizes
when these semigroups admit finite labelings.

Proposition 5.4.1. Let X be a meet-semilattice, and let G be a group acting on
it. Let X ⋊G be constructed as above. Then the semigroup X ⋊G admits a finite
labeling if, and only if, G is finitely generated (as a group) and X has finitely many
maximal elements that bound above every other element in X.

Proof. First suppose that G = ⟨K⟩, where K is finite, and that {mi}ki∈1 ⊂ X are
maximal points bounding above every element in X. Then for any radius r > 0 the
set

Fr ∶= {(mi, g) where i = 1, . . . , k and g ∈ Br(1) ⊂ G}
witnesses the FL condition of X ⋊G as stated in Proposition 5.2.18. Indeed, Fr is
obviously finite, and if (x,h) ∈X ⋊G is such that

r ≥ d ((x,h)∗ (x,h) , (x,h)) = d ((h−1x,1) , (x,h)) = dG (1, h)
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then h ∈ Br(1G) ⊂ G. Moreover, as x ∈ X there is some i0 ∈ {1, . . . , k} such that
mi0 ≥ x. Therefore the element (mi0 , h) ∈ Fr and (mi0 , h) ≥ (x,h), proving the claim.

Now suppose X⋊G admits a finite labeling, and let F1 be as in Proposition 5.2.18
for r = 1. Then it is routine to show there are finite sets K ⊂ G andM ⊂X such that
F1 ⊂M ×K. Moreover, K then generates G, while M bounds above every element
in X.

Particularly simple cases of X ⋊G come from considering G to be trivial, i.e.,
X equipped with the operation given by x ⋅ y ∶= x ∧ y. Several examples of such
semi-lattices are the following (see these and Figure 5.5):

(1) S1 ∶= (N, n ⋅m = max{n,m}). Since S1 is F-inverse, all versions of the Roe
algebra coincide by Corollary 5.2.25. In this case, RS1 = `∞(N).

(2) S2 ∶= (N, n ⋅m = min{n,m}). Observe S2 has no maximal element, and hence
C∗
u(ΛS2) = `∞(N) ≠ c0(N) =RS2 .

(3) S3 ∶= N, where n ⋅m = 0 if n ≠m and n ⋅n = n. S3 has infinitely many maximal
elements, and therefore C∗

u(ΛS3) = `∞(N) ≠ c0(N) =RS3 .

S1∶ 0 1 2 3 4 . . .

S2∶ 0 1 2 3 4 . . .

S3∶

0

1 2 3 4 . . .

Figure 5.5: Graph representation of the semigroups S1, S2 and S3. The
arrows represent the partial order ≥.

5.4.3 Graphs arising as Schützenberger graphs

It is well known that not every K-labeled graph of bounded geometry is the left
Cayley graph of a group generated by the set K. For example, the connected half-
line N is clearly not the Cayley graph of any group. The following proposition shows
that a large class of graphs can be realized as Schützenberger graphs.2

Proposition 5.4.2. Let G = (V,E) be a non-empty, connected and undirected graph
without multiple edges and suppose that every vertex is connected with itself via a
loop. Then there is an inverse semigroup S and an L-class L ⊂ S such that ΛL and
G are isomorphic as graphs.

Proof. We will only sketch the main ideas of the proof (see also [105, 66]). It is
useful for the construction to think of the undirected edges of G as a pair of edges

2I would like to thank Nóra Szakács for pointing out the proof of Proposition 5.4.2.
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with opposite orientations. We will denote these as E⊔E∗, where (v2, v1)∗ = (v1, v2).
Fix an arbitrary vertex v0 ∈ V and consider the set of cycles in G starting at v0:

C (v0) ∶= { (v0, vp) . . . (v2, v1)(v1, v0) such that (vi+1, vi), (v0, vp) ∈ E ⊔E∗ } .

Consider the semigroup S generated by V ⊔E ⊔E∗ ⊔ {0} and with relations:

• v = v2 = v∗ = (v, v) for all v ∈ V .
• v2(v2, v1) = (v2, v1) = (v2, v1)v1 for all edges (v2, v1) ∈ E.
• v3(v2, v1) = 0 if v2 ≠ v3.
• (v2, v1)v3 = 0 if v1 ≠ v3.
• ω = v∗0v0 for all ω ∈ C(v0).

Then, taking K ∶= V ⊔E⊔E∗⊔{0}, the left Schützenberger graph of the L-class of v0

can naturally be seen as oriented paths in G starting at v0. Indeed, note that non-
zero elements in S are formal expressions p = (vp, vp−1) . . . (v2, v1), where (vi, vi−1)
are edges in G, and pLv0 if and only if p starts at v0. Moreover, if p,q are two paths
in G with the same initial vertex v and final vertex w, it follows that q∗p = v and
pq∗ = w. Therefore

p = pv = pq∗p and q∗ = q∗w = q∗pq∗,

which implies that p = q. Hence the map p ↦ r(p), sending each path p to its final
vertex is a natural bijection between the L-class of v0 in S and the graph G. Observe,
as well, that two elements p,q ∈ S are joined by an edge in ΛS if one is a prefix of
the other, and therefore the map above is a graph isomorphism.

Remark 5.4.3. The construction of S in the proof of the preceding proposition can
be also done in the more general case where the graph G = (V,E) is K-labeled with
K a set, as long as the labeling of the graph is deterministic (see [66]). Moreover,
in that case the graph isomorphism respects the K-labeling.

Note, as well, that we require the vertices of G to be decorated with a loop. This
condition is irrelevant from a large-scale geometry point of view and, therefore, we
have the following straightforward corollary.

Corollary 5.4.4. Any simple, connected graph can be quasi-isometrically realized
as a Schützenberger graph of an inverse semigroup.

For particular examples see Figure 5.6.

5.4.4 σ is not a quasi-isometric embedding

This section recalls a, maybe shocking, example.3 Let S be an E-unitary inverse
semigroup and, to simplify notation, denote G(S) simply by G. We know that the
canonical projection σ∶S → G is injective when restricted to the L-classes of S (see

3The author is grateful to Benjamin Steinberg for pointing to it.
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Graph:

Semigroup:
({0,1} , ⋅)

●v

Graph:

Semigroup:
Z2 ⊔ {0}

● ●v

Graph:

Semigroup:

● ● ●v

{0} ⊔ ⟨s, t ∣ s2 = 0 = t2 = st⟩

Figure 5.6: Some (undirected and connected) graphs and their associ-
ated inverse semigroups, following the construction of Proposition 5.4.2.
In particular, the Schützenberger graph of v in each semigroup is the

correspondent graph.

Proposition 5.2.7). Moreover, from Lemma 5.1.7 we also know that dG(σ(x), σ(y)) ≤
dS(x, y) and, therefore, it is only natural to wonder the following:

Does σ quasi-isometrically embed every Schützenberger graph of S into G?

In even greater generality, one could wonder if:

Does σ coarsely embed every Schützenberger graph of S into G?

Indeed, note that, a priori, it could happen that σ is a coarse embedding and not
a quasi-isometry. An instance of this behavior is the fact that if H is a subgroup
of G then the inclusion of H into G need not be a quasi-isometry, but it always is
a coarse embedding (see [76, Example 1.4.8]). The answer to the second question
(and, hence, also to the first) is negative.

Given a finitely generated group G, let S be the Meakin-Margolis expansion of
G, that is, S is the set of pairs (X,g), where g ∈ G and X is a finite connected
subgraph of the Cayley graph of G containing both 1 ∈ G and g. We equip S with
the product given by

(X,g) ⋅ (Y,h) ∶= (X ∪ gY, gh) ,
where ∪ means the union of graphs as subgraphs of G. This process yields an inverse
semigroup, whose product is illustrated in Figure 5.7. For instance, observe that
(X,g)∗ = (g−1X,g−1), and that (X,g) ∈ E(S) if and only if g = 1. Moreover, the
partial order of S is given by

(X,g) ≥ (Y,h)⇔ g = h and X ⊂ Y,

while (X,g) and (Y,h) are σ-related if, and only if, g = h. Note that, therefore, the
projection onto G is exactly the canonical quotient map σ, and hence S is always
E-unitary. The following characterizes when S is F-inverse.

Proposition 5.4.5. Let G be a finitely generated group, and let S be the Meakin-
Margolis extension of G. Then S is F-inverse if, and only if, G is free.
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Proof. Given (X,g) ∈ S observe that the maximal elements of the σ-class of (X,g)
are of the form (ω, g), where ω ⊂ G is a simple path from 1 to g.

Now, if G is non-free, then there is a non-trivial cycle in G, which yields two
different simple paths ω1, ω2 in the Cayley graph starting at 1 and ending at g ≠ 1.
In this case, the elements (ω1, g) and (ω2, g) are σ-related, maximal and different,
which proves S is not F-inverse.

If G does not have any non-trivial cycles (i.e., it is free), then for any g ∈ G there
is a unique geodesic ω going from 1 to g. In this case, the σ-class of elements of the
form (X,g) has a greatest element, namely (ω, g).

As a particular example, let G = Z2. To fix notation, say Z2 is generated by
the commuting elements a, b, and its unit is 1. Then S, i.e. the Meaking-Margolis
extension of Z2, is easily seen to be generated (as an inverse monoid) by the elements

s = ({1, a} , a) and t = ({1, b} , b) .

Indeed, observe first that we can form any element of the form (X,1) ∈ S just by
subsequent products between sis∗i and tit∗i, where i ∈ N. In order to produce (X,g),
we may then multiply (X,1) by sitj on the right, where g = aibj ∈ Z2. This simple
algorithm yields every possible element of S, proving that S is, indeed, generated by
{s, s∗, t, t∗}. As a visual help, Figure 5.7 shows how the multiplication in S works
in various simple cases.

The monoid S, however, is not good enough for our purposes. Indeed, observe
that (X,g) L (Y,h) precisely if g−1X = h−1Y . Thus, since X is a finite subgraph
in Z2 containing 1 and g, there are only finitely many elements L-related to (X,g),
thus proving that every Schützenberger graph of S is finite. Hence any injective
map, such as the quotient map σ, from a Schützenberger graph of S into a metric
space is a coarse embedding, for the Schützenberger distance is trivial (up to coarse
equivalence).

In order to obtain an inverse semigroup T that answers the questions at the
beginning of the subsection negatively we shall produce an inverse semigroup whose
Schützenberger graphs lack edges, in the sense that their vertices are significantly
closer in the maximal homomorphic image G(T ) = Z2 than they are in T . The
precise example is given in the next proposition (see also Figure 5.8).

Proposition 5.4.6. Let S be the Meakin-Margolis expansion of Z2, and let s, t be
its canonical generators. Let T be the quotient of S by the relations s∗s = ss∗ = 1.
Then:

(1) T is a finitely generated inverse semigroup.
(2) The elements of T can be seen as pairs (X,g), where g ∈ Z2 and X is a

connected subgraph of Z2; containing 1 and g; with finitely many vertical edges;
and containing the horizontal line through any of its vertices.

(3) T is E-unitary, and its maximal homomorphic image is Z2.
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({1, a, a−1, ab, b} , a) ⋅ ({1, b, a−1b} , a−1b)=({1, a, a−1, ab, b} , b)

⋅ =

({1, a, a2, a3, b} , b) ⋅ ({1, b−1, b−2} , b−2) =({1, a, a2, a3, b, b−1} , b−1)

⋅ =

({1, a, a−1, b, b−1} , a) ⋅ ({1, a−1} ,1) = ({1, a, a−1, b, b−1} , a)

⋅ =

● ●
1

●
●
a

●
●

1

●●
a−1b ● ●

1

●
b ●

●

●
1

● ● ●
●
b ●

1●
●b−2

●
1

● ● ●
●

●
b−1

●
1

● ●
●

●
a ●

1●
●

1
● ●

●

●
a

Figure 5.7: Graphical representation of some products of elements in
the Meakin-Margolis expansion of Z2 = ⟨a, b ∣ab = ba⟩.

(4) The quotient map σ∶T → Z2 does not coarsely embed the Schützenberger graph
of [t] ∈ T into Z2.

Proof. (1) is clear by construction. For (2), let Φ(X) be the connected subgraph
of Z2 formed by X ⊂ Z2 along with every horizontal line passing through any of its
vertices. Then it can be readily seen that the map T ∋ [(X,g)] ↦ (Φ(X), g) is a
bijective homomorphism. Note that the product on the right hand side is defined
in the same way as the product in S.

Statement (3) follows from (2). Indeed, T is E-unitary because the quotient
map σ∶S → Z2 factors through T . Therefore the projection σ is an idempotent-pure
homomorphism.

Finally, (4) follows from a simple computation. Indeed, following the description
in (2) observe

[t] = [({1, b} , b)] = (Z ∪ bZ, b) ∈ T,
and hence

(X,g) L [t] ⇔ g−1X = b−1 (Z ∪ bZ) ⇔ X = g (bZ ∪Z) .
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However, X must contain both g and 1, and hence g itself must lie within Z∪b−1Z ⊂
Z2. It follows that the Schützenberger graph of the L-class of [t] is an infinite
rotated letter H (see Figure 5.8). The projection σ is then the obvious one, and it
is manifestly not a coarse embedding, as noted in Figure 5.8.

Remark 5.4.7. Observe that the monoid T in Proposition 5.4.6 is not F-inverse.
Indeed, following Proposition 5.2.12, if it was F-inverse then σ would necessarily
be a coarse embedding, contradicting (4) in Proposition 5.4.6. This, however, was
already noted in Proposition 5.4.5.
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σ(t)

σ(t∗t)

σ(xn)

σ(yn)

σ

= G(T ) = Z2

Schützenberger
graph of [t] ∈ T

Figure 5.8: Representation of the quotient map σ for a certain quotient
T of the Meakin-Margolis expansion of Z2, given in Proposition 5.4.6.
The map is the obvious one from the picture, and the arrows represent
geodesics in each graph. In this case, the points xn and yn are at distance
2n + 1, while σ(xn) and σ(yn) are constantly at distance 1, proving that

σ is not a coarse embedding.

5.4.5 Higson-Lafforgue-Skandalis’ and Willett’s example

This final class of examples reproduces the box space construction in the context of
inverse semigroups. In particular, the main goal is to construct a locally finite inverse
semigroup (and hence amenable, see Proposition 4.4.1) that does not have property
A (in the sense that its Schützenberger graphs do not have uniform property A, see
Definition 2.2.12). Note that this construction is, by now, well known, and has been
replicated in several contexts. For instance, see [76, Example 4.4.7] (and [89, 53])
for the metric space construction; and see [3, Example 4.11]) (as well as [48, 115])
for the groupoid case.

Let G be a finitely generated residually finite group, and let {Ni}i∈N be a de-
scending chain of normal subgroups of finite index of G with trivial intersection.
Consider then the semigroup SG ∶= ⊔i∈NG/Ni, equipped with the operation

qi (g) ⋅ qj (h) ∶= qmin{i,j} (gh) ,
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where qi∶G → G/Ni is the canonical quotient map. Observe in particular that the
L and R relations are equal, i.e., SG is a bundle of groups, also known as Clifford
semigroup. This is of particular interest because of the following known reason (for
a proof see [76, Theorem 4.4.6]):

Proposition 5.4.8. Let G be a residually finite group and SG be the Clifford semi-
group constructed as above. Then SG has property A if and only if G is amenable.

Of particular interest is the case when G = F2 and {Ni}i∈N is a descending chain
of normal subgroups with trivial intersection. Then SF2 is a locally finite Clifford
semigroup without property A. Moreover, C∗

r (SF2) is an AF-algebra, since SF2 is
locally finite.

Observe that SF2 , as constructed so far, does not meet the hypothesis of Theo-
rem 5.3.10, since it does not admit a finite labeling. Indeed, any finite set of labels
cover up to only finitely many subgroups G/Ni, and therefore cannot cover the whole
semigroup.

In order to produce an inverse semigroup admitting a finite labeling consider
SF2 ∶= SF2 ⊔ F2, where qi(g)h ∶= qi(gh) (and likewise for the right product). The
semigroup SF2 is still Clifford, but is no longer locally finite (since F2 is not locally
finite). In the same vein, observe the set of labels {a±1, b±1} ⊂ F2 label every edge
in every Schützenberger graph of SF2 , proving that SF2 admits a finite labeling. As
such, SF2 meets the requirements of Theorem 5.3.10, and yields the following result.

Proposition 5.4.9. The reduced C*-algebra of SF2 is not exact.

In particular, the reduced C*-algebra of SF2 is non-nuclear. Moreover, Willett
proved in [115] that, by choosing a particular descending chain of normal subgroups
of F2, one may obtain a semigroup with the weak containment property. Indeed,
see [115, Theorem 1.2] for a proof of the following, and relate it with the discussion
in Section 4.5, particularly in Theorem 4.5.3.

Theorem 5.4.10. If {Ni}i∈N is as in Lemma 2.8 of [115], the reduced C*-algebra
C∗
r (SF2) is non-nuclear, and coincides with the full C*-algebra C∗(SF2).

5.5 Groupoid amenability, finite labelings and prop-
erty A

This section is to Chapter 5 what Section 4.5 was to Chapter 4, that is, aims to
relate the results proven so far with related results for groupoids. In particular,
recall that Section 4.5 proved there is no relation between the amenability of the
semigroup and the amenability of its universal groupoid. Actually, as stated in the
end of Section 4.5, this is only natural, for one notion deals with traces and the
other with nuclearity, and these are well known to be unrelated. However, in light
of Theorem 5.3.10 the property A of S should be related with the amenability of
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GU(S), for property A roughly means exactness while amenability of GU(S) means
nuclearity. This insight is, indeed, true, and the present section aims to prove it
(see Theorem 5.5.4 below). Nevertheless, we first need some notation and some
preliminary lemmas.

Recall (see Section 4.5) the construction of the universal groupoid GU(S) of an
inverse semigroup S. In particular, observe the idempotents of S are included in the
unit space of GU(S) via

E ↪ Ê0 = GU(S)(0), e↦ e↑ = {f ∈ E ∣ f ≥ e} .

and that S acts on Ê0 via θs(ξ) ∶= {e ∈ E ∣ e ≥ sfs∗ for some f ∈ ξ}.

Lemma 5.5.1. Let s ∈ S and e ∈ E be given. Then e↑ ∈Dθ
s∗s if, and only if, s∗s ≥ e.

Moreover
θs (e↑) = (ses∗)↑ = {f ∈ E ∣ f ≥ ses∗} .

Proof. By definition e↑ ∈Dθ
s∗s if s∗s ∈ e↑, which happens precisely when s∗s ≥ e. The

other claim is shown similarly.

Lemma 5.5.2. For any x ∈ S the map

{[s, (xx∗)↑] ∈ GU (S)}→ {z ∈ S ∣ z∗z = x∗x} , where [s, (xx∗)↑]↦ sx

is a bijection between GU(S)(xx∗)↑ and the L-class of x.

Proof. First observe that the map is well defined, since [s, (xx∗)↑] = [t, (xx∗)↑] if
sxx∗ = txx∗, which implies that sx = tx. In the same vein, sxLx, for s∗s ≥ xx∗ and,
hence, x∗s∗sx = x∗xx∗s∗sx = x∗x. The map is also injective, since if sx = tx then
sxx∗ = txx∗, which means that [s, (xx∗)↑] = [t, (xx∗)↑] from the germ equivalence
relation. Lastly, if z ∈ S is L-related with x then the element [zx∗, (xx∗)↑] maps to
zx∗x = z, proving surjectivity.

The characterization of the finite labeling condition given in Proposition 5.2.18
has a particular use in this context.

Lemma 5.5.3. Let S be a unital inverse semigroup. Then the following hold:

(1) Given r ≥ 0, let Fr be as in Proposition 5.2.18. Then the set

Kr ∶= {[m, (s∗s)↑] ∣ ms∗s = s, d (s∗s, s) ≤ r and m ∈ Fr} ⊂ GU (S)

is compact.

(2) If K ⊂ GU(S) is compact then there is a finite F ⊂ S such that if [m,ξ] ∈ K
then m ∈ F .
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Proof. For (1) let {[mn, e
↑
n]}n∈N ⊂ Kr be a sequence. Since Fr is finite we may

suppose, without loss of generality, that mn = m for all n ∈ N. Then observe that
{[m,e↑n]}n∈N converges in GU(S) if, and only if, {e↑n}n∈N converges in Ê0. Since S
is assumed unital the space Ê0 is compact, and whence the sequence {e↑n}n∈N has a
convergent subsequence.

Now suppose (2) is false. Then for any n ∈ N there ismn ∈ S and ξn ∈ Ê0 such that
[mn, ξn] ∈ K and mi ≠ mj for all i ≠ j. This, however, contradicts the compactness
of K, for the sequence {[mn, ξn]}n∈N has no convergent subsequence.

Theorem 5.5.4. Let S = ⟨K⟩ be a countable and discrete inverse semigroup, and
let GU(S) be its universal groupoid. Moreover, suppose that (S,K) admits a finite
labeling. If GU(S) is amenable (as a groupoid), then S has property A.

Proof. First observe that, without loss of generality, we may suppose that S is unital,
since otherwise adding a unit to it does not change its property A. Now let r, ε > 0
be given. By Proposition 5.2.18 let Fr be a finite set such that if d(s∗s, s) ≤ r then
there is some m ∈ Fr such that ms∗s = s. Following Lemma 5.5.3 the set

Kr ∶= {[m, (s∗s)↑] ∣ ms∗s = s, d (s∗s, s) ≤ r and m ∈ Fr} ⊂ GU (S)

is compact. Therefore there is a non-negative η∶GU(S) → [0,1] witnessing the
(Kr, ε)-amenability of GU(S). Consider the function

ξ∶S → `1 (S) , where ξx (z) ∶= { η ([zx∗, (xx∗)↑]) if z∗z = x∗x,
0 otherwise.

We claim that ξ witnesses the property A of S with respect to r and ε. Indeed, first
note that ξx is a non-negative function of norm almost 1, for if Lx∗x denotes the
L-class of x then

∣∣ξx∣∣1 = ∑
z∈Lx∗x

ξx (z) = ∑
z∈Lx∗x

η ([zx∗, (xx∗)↑]) = ∑
[s,(xx∗)↑]∈GU(S)

η ([s, (xx∗)↑]) ≈ε 1,

where the third equality follows from the bijection in Lemma 5.5.2. Likewise, since
η is compactly supported, by Lemma 5.5.3 there is some finite set Fη such that if
ξx(z) ≠ 0 then zx∗ ∈ Fη. Then

d (x, z) = d (xx∗, zx∗) ≤ max{d (m∗m,m) ∣m ∈ Fη} =∶ c <∞,

which proves that the support of ξx is contained in the ball of radius c around x
(note that c is independent of x).

Lastly, let x, y ∈ S be at distance r. Then r ≥ d(x, y) = d(xx∗, yx∗) and therefore,
by construction, there is some m ∈ Fr such that mxx∗ = yx∗. In particular y = mx
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and, hence,

∣∣ξx − ξy ∣∣1 = ∑
z∈Lx∗x

∣η ([zx∗, (xx∗)↑]) − η ([zy∗, (yy∗)↑])∣

= ∑
z∈Lx∗x

∣η ([zx∗, (xx∗)↑]) − η ([zx∗, (xx∗)↑] ⋅ [m, (xx∗)↑]−1)∣ ≤ ε

since [m, (xx∗)↑] ∈Kr.

Note that, in the proof above, we only have ∣∣ξx∣∣1 ≈ 1. It is, however, well known
(and routine to prove) that this is enough for property A. We end the chapter with
the following remarks, all of which state that Theorem 5.5.4 is not surprising, and
its reciprocal does not hold.

Remark 5.5.5. Observe that there are inverse semigroups with property A whose
associated universal groupoid is not amenable. Indeed, the free group F2 has prop-
erty A, since it is a tree, but it is not amenable.

Remark 5.5.6. The proof of Theorem 5.5.4 also follows from the work done in
Section 5.3.2. Indeed, it is well known (see [81, Theorem 4.4.2]) that C∗

r (S) =
C∗
r (GU(S)). By Theorem 5.3.7 we observe that C∗

r (S) is exact whenever S has
property A, and it is well known that C∗

r (GU(S)) is nuclear if, and only if, GU(S)
is amenable (see Theorem 4.5.2). Therefore, Theorem 5.5.4 above, in C*-language,
is saying that nuclearity implies exactness. From this point of view it is then again
obvious that the reciprocal of Theorem 5.5.4 cannot hold, since there are non-nuclear
exact algebras, such as C∗

r (F2).

Remark 5.5.7. On a technical level, it is also clear why the reciprocal of Theo-
rem 5.5.4 cannot hold. Indeed, following the proof one sees that the property A of S
is assured by the amenability of GU(S) but only on some filters, namely those of the
form e↑ for e ∈ E. Meanwhile, for GU(S) to be amenable one needs η to be defined
on all filters and in a continuous manner. Therefore it is very much not clear how
one could go from property A of S to amenability of GU(S) without resorting to
some internal structure of the semigroup (such as having finitely many projections).
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Chapter 6
Quasi-diagonality and norm

approximations

In the appendix to [46] Rosenberg showed that any countable discrete group G with
a quasi-diagonal left regular representation is amenable. In particular, this result
implies that G is amenable whenever C∗

r (G) is a quasi-diagonal C*-algebra (cf.,
[20, Corollary 7.1.17]). The reverse implication, boldly conjectured by Rosenberg
to hold, was famously shown in [107, Corollary C]. In particular, and going back to
the 2-norm approximations of C∗

r (S) given in Chapter 4, one may wonder whether
there is any relation between the amenability of an inverse semigroup and the quasi-
diagonality of its reduced C*-algebra. This final chapter addresses this question.

First recall that the quasi-diagonality of a unital and separable C*-algebra can
be defined in terms of a sequence of unital completely positive (u.c.p.) maps ϕn∶A→
Mkn that are asymptotically multiplicative and asymptotically isometric in operator
norm (see Definition 2.3.10). Moreover, recall that the reduced C*-algebra of an
inverse semigroup is the C*-algebra generated by the left regular representation
(see Proposition 3.3.5):

C∗
r (S) ∶= C∗ ({Vs}s∈S) ⊂ B (`2S) .

This chapter is organized as follows. In Section 6.1 we introduce a class of in-
verse semigroups that yield AF-algebras, hence providing a first class of semigroups
with quasi-diagonal reduced C*-algebras. Then Section 6.2 gives a partial answer to
Rosenberg’s conjecture in the context of inverse semigroups by proving that domain-
measurability is a necessary condition for the quasi-diagonality of C∗

r (S) (see The-
orem 6.2.1). Lastly, Section 6.3 addresses the reciprocal of Theorem 6.2.1, giving
some sufficient conditions that guarantee the quasi-diagonality of C∗

r (S).

6.1 AF monoids
The present section is rather laid back and expository, and we include it for the
sake of the reader. Recall that a C*-algebra A is said to be approximately finite
dimensional , or AF for short, if there is an increasing sequence of finite dimensional
sub-algebras An ⊂ A such that A is the norm-closure of ∪n∈NAn. Examples of AF
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algebras include the finite-dimensional algebras, the continuous functions on the
Cantor set, or the algebra Q ∶= ⊗n∈NMn, usually called the universal UHF algebra.

Following the idea that AF structures are inductive limits of finite ones, Lawson
and Scott introduced in [59, Section 3] what they termed AF-monoids as those
monoids that can be constructed as inductive limits of finite monoids. For that,
denote by Ip the inverse semigroup of partial bijections in the finite set {1, . . . , p}.
Then we say S is an AF monoid if S can be written as ∪n∈NSn, where Sn is a finite
monoid of the form

Sn = I(n)m1 × ⋅ ⋅ ⋅ × I(n)mn .

One important feature of these monoids, and one very much exploited in [59], is
the fact that this construction retains a lot of the ideas behind AF algebras. For
instance, there is a homomorphism In → Im only if n divides m (see, e.g., [59,
Lemma 3.2]). This fact allows to classify AF monoids by their Bratteli diagrams,
just as one would do for AF-algebras. Moreover, this class of monoids represent
the first class of examples of quasi-diagonal semigroups, that is, semigroups with
quasi-diagonal reduced C*-algebras.

Proposition 6.1.1. The reduced C*-algebra of an AF-monoid is AF, and hence
quasi-diagonal. In general, the reduced C*-algebra of a locally finite inverse semi-
group is also quasi-diagonal.

Proof. The first statement follows from the observation that if S = ∪n∈NSn is an
AF-monoid then C∗

r (Sn) are finite-dimensional C*-algebras. Therefore C∗
r (S) is

the norm-closure of ∪n∈NC∗
r (Sn), proving that C∗

r (S) is indeed AF. For the second
statement, observe that if S is a locally finite semigroup (cf. Section 4.4) then C∗

r (S)
always has an approximate unit of central projections, i.e., a sequence of projections
converging strongly to the identity and commuting with C∗

r (S).

6.2 Rosenberg’s conjecture for inverse semigroups
This last-before-last section of the thesis addresses Rosenberg’s conjecture (see [46]
and [107, Corollary C]) in the case of discrete and countable inverse semigroups.
In particular, note that the following theorem can only be true for the reduced
C*-algebras (either in this context or for groups), since the uniform Roe algebra
`∞(S) ⋊r S are almost never finite (see [95]), and thus almost never quasi-diagonal
(see [20, Proposition 7.1.15]).

Theorem 6.2.1. Let S be a countable and discrete inverse monoid. Then:

(1) If C∗
r (S) is quasi-diagonal then S is domain measurable.

(2) If C∗
r (S) is quasi-diagonal and S has a minimal projection then it is amenable.

(3) There are amenable inverse semigroups with and without minimal projections
with non-quasi-diagonal reduced C*-algebras.
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Proof. As is customary in the literature, we will denote by trkn the normalized trace
in the matrix algebra Mkn , while Tr will stand for the usual trace, i.e., trkn(⋅) =
Tr(⋅)/kn (cf. Section 2.3).

The proof of (1) follows the same strategy as Proposition 7.1.16 in [20]. Indeed,
let ϕn∶C∗

r (S) → Mkn be a sequence of u.c.p. maps that are asymptotically multi-
plicative and isometric. Then any cluster point τ of {trkn ○ ϕn}n∈N is an amenable
trace of C∗

r (S). Thus let Φ be any hypertrace extending τ , and consider the measure
µ(A) ∶= Φ(pA). Then

µ (B) = ψ (Vs∗spB) = ψ (VspBVs∗) = ψ (psB)

for every B ⊂Ds∗s, proving that µ indeed is a domain measure of S.
For (2), let e0 ∈ E(S) be the minimal projection and consider ϕn∶C∗

r (S) →
Mkn a sequence of unital completely positive (u.c.p.) maps that are asymptotically
multiplicative and asymptotically isometric. To prove (2) we will construct a new
sequence of u.c.p. maps φn that are asymptotically multiplicative, asymptotically
isometric and with asymptotically normalized trace at Ve0 . For this, recall that, by
Lemma 4.2.19, e0 commutes with every s ∈ S.

Observe that ϕn(Ve0) is a positive matrix, whose norm is greater than 1−εn and
such that ∣∣ϕn(Ve0)−ϕn(Ve0)ϕn(Ve0)∣∣ < εn for some εn > 0 with εn → 0 when n→∞.
Assuming that εn < 1/4 a routine exercise shows that the spectrum of ϕn(Ve0) is
contained in [0, δn) ∪ (1 − δn,1] where δn = 1

2(1 −
√

1 − 4εn). Let rn be the number
of eigenvalues of ϕn(Ve0) in (1 − δn,1], and note that rn ≥ 1 for large n ∈ N, since
∣∣ϕn(Ve0)∣∣ ≥ 1 − εn. Let Wn ⊂ Ckn be the subspace generated by the eigenvectors of
ϕn(Ve0) of eigenvalues close to 1. Finally, let qn∶Ckn → Crn be a linear map such
that qn∣Wn is an isometry onto Crn and qn∣W ⊥

n
= 0, i.e.,

qn∶Ckn → Crn , qnq
∗
n = 1rn and q∗nqn = pWn .

For each n ∈ N let mn ∈ N be large enough so that

mnrn
kn +mnrn

(1 − δn) ≥ 1 − 2 δn. (6.1)

Consider the maps:

φn∶C∗
r (S)→Mkn+mnrn , a↦ ϕn (a)⊕ (qnϕn (a) q∗n ⊗ 1mn). (6.2)

By construction it is clear that the maps φn are unital, completely positive and
asymptotically isometric. They are also asymptotically multiplicative. For this first
observe that, using the minimality of e0 and Lemma 4.2.19, Ve0 commutes with every
a ∈ C∗

r (S). Thus, by summing and substracting ϕn(Ve0)ϕn(a), ϕn(a)ϕn(Ve0) and
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ϕn(Ve0a), we have

∣∣q∗nqnϕn (a) − ϕn (a) q∗nqn∣∣ ≤ 2 ∣∣ϕn (a)∣∣ ∣∣ϕn (Ve0) − q∗nqn∣∣
+ ∣∣ϕn (Ve0)ϕn (a) − ϕn (Ve0a)∣∣
+ ∣∣ϕn (a)ϕn (Ve0) − ϕn (aVe0)∣∣

≤ 2 ∣∣a∣∣ ∣∣ϕn (Ve0) − q∗nqn∣∣
+ ∣∣ϕn (Ve0)ϕn (a) − ϕn (Ve0a)∣∣
+ ∣∣ϕn (a)ϕn (Ve0) − ϕn (aVe0)∣∣

n→∞ÐÐ→ 0.

This asymptotic commutation gives the asymptotic multiplicativity of φn by a
straightforward computation, since for any a, b ∈ C∗

r (S)

∣∣φn (ab) − φn (a)φn (b)∣∣ ≤ ∣∣ϕn (ab) − ϕn (a)ϕn (b)∣∣
+ ∣∣qnϕn (ab) q∗n − qnϕn (a) q∗nqnϕn (b) q∗n∣∣

≤ 2 ∣∣ϕn (ab) − ϕn (a)ϕn (b)∣∣
+ ∣∣b∣∣ ∣∣q∗nqnϕn (a) − ϕn (a) q∗nqn∣∣

n→∞ÐÐ→ 0.

Furthermore, the maps φn have the desired asymptotically normalized trace prop-
erty at Ve0 :

1 ≥ tr (φn (Ve0)) = tr (ϕn (Ve0)) +mn tr (qnϕn (Ve0) q∗n)
= mn

kn +mnrn
Tr (q∗nqnϕn (Ve0))

≥ mnrn
kn +mnrn

(1 − δn) ≥ 1 − 2 δn
n→∞ÐÐ→ 1,

where the last inequality follows from the choice of mn, see Eq. (6.1). By the
discussion in (1) and Theorem 4.3.14, any cluster point Φ of {trkn+mnrn ○φn}n∈N will
give an amenable trace of C∗

r (S) normalized at Ve0 . Indeed, observe that

µ (De0) = Φ (Ve0) = lim
n→∞ trkn+mnrn (φn (Ve0)) = 1.

We conclude that µ is a domain-measure localized at De0 and, by Proposition 4.2.20
and Theorem 4.3.14, S is then amenable.

Finally, for (3), consider the bicyclic inverse monoid S = ⟨a, a∗ ∣ a∗a = 1⟩. It is
routine to show that E(S) = {1, aa∗, a2(a∗)2, . . .} and, thus, S has no minimal pro-
jection. Moreover, it is amenable (see [31, pp. 311]) and C∗

r (S) is not quasidiagonal
(since it is not even finite, see [20, Proposition 7.1.15]).

For the case when S does have a minimal projection, consider the semigroup
T = F2⊔{0}, where 0 is a zero element. Since T has a zero element it follows that T is
amenable (take µ atomic with total mass at 0) and has a minimal projection (namely
0). Furthermore, note that C∗

r (S) is not quasidiagonal, since it contains the reduced
group C*-algebra of F2, which is not quasidiagonal (see [20, Proposition 7.1.10]
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and [107, Corollary C]).

Remark 6.2.2. The condition of the existence of a minimal projection e0 in The-
orem 6.2.1 (2) is assumed to guarantee that it commutes with every element s ∈ S.
In particular, the proof of (2) in Theorem 6.2.1 can also be applied to the more gen-
eral setting of a unital and separable C*-algebra A and a central projection p ∈ A.
Indeed, suppose that A is also quasi-diagonal. Then, by the same argument, the
construction of Eq. (6.2) gives a quasi-diagonal approximation of A with asymptotic
normalized trace at p. In both cases, however, the condition that ap = pa for every
a ∈ A is essential.

6.3 Idempotents, D-classes and quasi-diagonality
This last section of the chapter is qualitatively different from the rest. Indeed, all the
contents from this section are part of an ongoing line of research, and hence remain,
as of time of writing, unpublished. It thus might seem we have no clear path in mind
and only meander around, trying to reach a goal. As such, and roughly speaking,
this section might be closer to a discussion or a lecture than to an actual paper or
thesis. In particular, we now try to address the reciprocal of Theorem 6.2.1, that is:

Give algebraic conditions on a (countable and discrete) inverse semigroup S that
guarantee that C∗

r (S) is a quasi-diagonal C*-algebra.

There are (at the time of writing) two main strategies to prove that a given
C*-algebra A is quasi-diagonal: the direct strategy and the TWW strategy (this
nomenclature is not customary in the literature).

(1) If the inner structure of A is known and is nice one may explicitly construct
quasi-diagonal approximations of the C*-algebra. For instance, any alge-
bra containing a central approximate unit of finite dimensional projections
is quasi-diagonal, as is any C*-algebra with a separating sequence of finite
dimensional quotients (these are called residually finite dimensional, see [20,
Proposition 7.1.7]).

(2) If the inner structure of A is unknown, or if it is not obviously quasi-diagonal,
then one may try to apply the recent Tikuisis-White-Winter theorem (see
Theorem 2.3.11). For instance, this is the only known way to prove that an
amenable discrete group has a quasi-diagonal C*-algebra.

Therefore, since we wish to study the quasi-diagonality of reduced inverse semigroup
C*-algebras we have to resort to strategy (2) above, as the inner structure of the al-
gebra is mostly unknown (even modulo the quasi-diagonality of group C*-algebras).
In fact, using the main theorem of [107], Rainone and Sims study in [87] the quasi-
diagonality of reduced groupoid C*-algebras. In particular, in [87, Theorem 6.5] the
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minimality assumption on the groupoid is fundamental, coming into play in order
to prove the faithfulness assumption of the constructed trace.

In our context we could try to use Theorem 6.5 in [87] by means of Paterson’s
universal groupoid GU(S) (cf. Section 4.5). As Proposition 6.3.1 shows this is not a
good idea, as this method imposes a very restrictive set of conditions on the inverse
semigroup S (see also Proposition 6.3.4 and Figure 6.1).

Recall that two idempotents e, f ∈ E(S) are D-related if, and only if, there is
some s ∈ S such that e = s∗s and f = ss∗. This relation can be extended to the whole
S by stating that D contains L, meaning every idempotent e ∈ E(S) is D-related
with everything in its L-class. Moreover, we say an inverse semigroup S is bisimple
if it has exactly one D-class (see, for instance, [58, p. 85]). Likewise, S is 0-bisimple
if it is either bisimple or has a zero element and exactly two D-classes. Note that in
the latter case one of the D-classes is necessarily formed by the zero element alone.
Lastly, we say a groupoid G is minimal if the range of Gu is dense in G(0) for every
unit u ∈ G(0), where Gu denotes the set of elements whose source is u.

Proposition 6.3.1. Let S be a countable and discrete inverse semigroup. Suppose
that GU(S) is minimal (as a groupoid) and C∗

r (S) is stably finite. Then the following
assertions hold:

(a) The partial order in S restricts to equality in the D-classes of S, that is, if
s ≥ t and sDt then s = t for every s, t ∈ S.

(b) S is 0-bisimple.

In particular, if S is not a group then it must contain a zero element.

Proof. Assertion (a) follows from C∗
r (S) being stably finite. In fact, let e, f ∈ E(S)

be two idempotents such that e ≥ f and eDf . Then e = f , as otherwise this would
contradict the stable finiteness of C∗

r (S). In general, given any pair s, t ∈ S such that
s ≥ t it follows that s∗s ≥ t∗t. If, moreover, sDt then s∗sDt∗t and, hence, s∗s = t∗t,
which implies that s = ss∗s = st∗t = t.

The proof of condition (b) follows from (a) and the minimality of GU(S). Indeed,
note that, in order to prove that S is 0-bisimple it suffices to show that any two
non-zero idempotents e, f ∈ E(S) ∖ {0} are D-related. As GU(S) is minimal there
are elements {sn}n∈N,{tk}k∈N ⊂ S such that

e↑ ∈Dθ
s∗nsn

( i.e. s∗nsn ≥ e) and r ([sn, e↑]) = (snes∗n)
↑ n→∞ÐÐ→ f ↑,

f ↑ ∈Dθ
t∗
k
tk

( i.e. t∗ktk ≥ f) and r ([tk, f ↑]) = (tkft∗k)
↑ k→∞ÐÐ→ e↑.

In particular note the latter convergences imply that t∗ktk ≥ f ≥ snes∗n for large
n, k ∈ N, and whence (snes∗n)↑ ∈Dθ

t∗
k
tk
. Therefore

eD snes∗nD tksnes∗nt∗k and e ≥ tkft∗k ≥ tksnes∗nt∗k.

From item (a) it follows that e = tkft∗k = tksnes∗nt∗k which, in particular, proves that
e = (tkf)(tkf)∗ and f = (tkf)∗(tkf), as desired.
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Lastly, observe that if S is not a group then it must contain two different pro-
jections e, f ∈ E(S). If neither them nor their product is equal to zero then e ≥ ef
and eDef which, by (a), implies that e = ef = f , yielding a contradiction.

Remark 6.3.2. In Proposition 6.3.1 above we would have liked to prove that if
C∗
r (S) is furthermore assumed to be quasi-diagonal then every subgroup of S is

amenable. Observe this trivially holds if S is a group, as then it must amenable,
and amenability is preserved under taking subgroups.

Proposition 6.3.1 shows that the TWW -strategy, see (2) at the beginning of the
section, does not cover the intended results in the context of inverse semigroups.
Indeed, the class of inverse semigroups that are as in Proposition 6.3.1 is rather
small, as Proposition 6.3.4 and Figure 6.1 below show.

Lemma 6.3.3. Let S be an inverse semigroup, and let D ⊂ S be a D-class. Then any
two H-classes in D are in bijective correspondence. Moreover, in case both classes
contain an idempotent then the bijection may be taken to be a group isomorphism.

Proof. The proof is fairly similar to that of Proposition 5.1.9. Fix an idempotent
e0 ∈ D and, given any projection f ∈ D, let rf ∈ D be such that r∗frf = e0 and
rfr∗f = f . We may further assume that re0 = e0. Then, letting He0 be the H-class of
e0, the map

φ∶D →He0 , where s↦ r∗ss∗srs∗s

restricts to the desired bijections in every H-class H ⊂D. Indeed, first note that

φ (s)∗ φ (s) = (r∗ss∗srs∗s)
∗ (r∗ss∗srs∗s) = r∗s∗ss∗rss∗r∗ss∗srs∗s

= r∗s∗ss∗ss∗srs∗s = r∗s∗srs∗sr∗s∗srs∗s = e0,

and that, by a similar computation, φ(s)φ(s)∗ = e0. Likewise, if s, t ∈ D are H-
related and φ(s) = φ(t) then

s = (ss∗)s(s∗s) = rss∗(r∗ss∗srs∗s)r∗s∗s = rtt∗(r∗tt∗trt∗t)r∗t∗t = tt∗tt∗t = t,

which proves that φ is injective on every H-class of D. Moreover, given any h ∈He0

note that φ(rfhr∗e ) = h, where (f, e) is the ordered pair of projections that determines
H. Lastly, in case e = f then H contains an idempotent, namely e itself, and hence
is a (maximal) subgroup of S. In this case

φ (gh) = r∗eghre = r∗egehre = (r∗egre)(r∗ehre) = φ (g)φ (h)

for every g, h ∈H, proving that φ indeed restricts to a group isomorphism.

Proposition 6.3.4. Let S be an inverse semigroup, and let E+ ∶= E(S) ∖ {0} be
the set of non-zero projections. Suppose S is 0-bisimple and the partial order of S
reduces to equality in the D-classes of S. Then either S is a group or it is isomorphic
to

E+ ×H ×E+ ⊔ {0} = {(f, h, e) ∣ e, f ∈ E+ and h ∈H} ⊔ {0},



Chapter 6. Quasi-diagonality and norm approximations 140

where H is a subgroup of S, and the operation in E+ ×H ×E+ is defined by

(f2, h2, e2)(f1, h1, e1) ∶= { (f2, h2h1, e1) if e2 = f1

0 otherwise,

Proof. The isomorphism is given by a coordinatized version of the map in the proof
of Lemma 6.3.3. Indeed, consider

Φ∶S → E+ ×H ×E+ ⊔ {0}, where Φ (s) = { (ss∗, φ(s), s∗s) if s ≠ 0,
0 if s = 0,

where φ is as in the aforementioned proof and H is the H-class of any fixed non-zero
idempotent e0 ∈ E+. In particular, note Φ is an homomorphism since for any s, t ∈ S
we have that st = 0 unless tt∗ = s∗s, and therefore

Φ (st) = (ss∗, φ(st), t∗t) = (ss∗, φ(s)φ(t), t∗t)
= (ss∗, φ(s), s∗s) (tt∗, φ(t), t∗t) = Φ (s)Φ (t) .

The fact that Φ is bijective can be proven in a similar fashion to the proof of
Lemma 6.3.3.

● e1

● e2

● e3

●0 = sr
{0} is the

other D-class

S ∖ {0} ≅ E+ ×H ×E+

is a D-class H-classes are
copies of H

The R-class of e3

is the row of e3

The L-class of e1

is the column of e1

● t
s ●st ●

● r

Figure 6.1: Visual representation of a semigroup S as in Proposi-
tion 6.3.4 that is not a group. Particularly, S necessarily has a zero

element. In this case, note sr = 0 as s∗s = e2, rr∗ = e1 and e1e2 = 0.

We now change directions, and proceed onto the proof of the main theorem of
the section, namely Theorem 6.3.8, which follows the direct strategy and achieves a
partial result about the quasi-diagonality of inverse semigroup C*-algebras.

The following two lemmas are rather basic, but we include them here for com-
pleteness and future reference.
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Lemma 6.3.5. Let S be an inverse semigroup, s ∈ S be an element and H ⊂ S be
an H-class. Then the following hold:

(1) H ⊂Ds∗s if, and only if, H ∩Ds∗s ≠ ∅.
(2) If H ⊂Ds∗s then sH is an H-class within the same L-class as H.

Proof. (1) follows from the observation that h1h∗1 = h2h∗2 for every h1, h2 ∈ H. Thus
if h1 ∈H ∩Ds∗s then h2h∗2 = h1h∗1 ≤ s∗s, proving that h2 ∈Ds∗s for any h2 ∈H.

For (2), take any pair of elements sh1, sh2 ∈ sH. Then (sh1)∗(sh1) = h∗1s∗sh1 =
h∗1h1 and, by the same computation, (sh2)∗(sh2) = h∗2h2. Likewise, (sh1)(sh1)∗ =
sh1h∗1s∗ = sh2h∗2s∗. Therefore sH ⊂ H ′ for some H-class H ′ and, moreover, observe
that sH = H ′, as left multiplication by s∗ defines the inverse map (from H ′ to H).
Lastly, note that H and sH belong to the same L-class by Lemma 4.3.3.

Lemma 6.3.6. Let a, v ∈ B(H) be bounded operators on a Hilbert space. Suppose
that v is a partial isometry and a(1 − vv∗) = 0. Then ∣∣a∣∣ = ∣∣av∣∣.

Proof. Note that a = avv∗ + a(1 − vv∗) = avv∗, and therefore ∣∣a∣∣ = ∣∣avv∗∣∣ ≤ ∣∣av∣∣.
The other inequality is obvious.

The upcoming lemma is the main technical result of the section, and the main
tool to prove Theorem 6.3.8 below. Its proof, though rather straightforward, is long,
messy and requires some notation. Recall that the right regular representation W
of S is defined analogously as the left regular representation:

Ws∶ `2S → `2S, δx ↦ { δxs∗ if xs∗s = x,
0 otherwise. (6.3)

Lemma 6.3.7. Let S be a countable inverse semigroup, and let D ⊂ S be a D-class
with finitely many projections. Fix an idempotent e0 ∈ D, and suppose its H-class
is amenable (as a group). Then there is a sequence of finite dimensional orthogonal
projections {qn}n∈N ⊂ B(`2S) satisfying the following conditions:

(1) qn ⋅ 1D = qn = 1D ⋅ qn, where 1D denotes the characteristic function of D.
(2) qn converges strongly to 1D.
(3) ∣∣Vsqn − qnVs∣∣→ 0 as n→∞ for every Vs ∈ C∗

r (S).

Proof. Let E(D) = E(S) ∩D be the set of idempotents within D, which is finite
by assumption. For each e ∈ E(D) denote by Le and Re respectively the L-class
and R-class of e. Likewise, let Hf

e = Le ∩Rf be the different H-classes in D, and in
particular note that e ∈ He

e . As in the proof of Lemma 6.3.3, let re0 ∶= e0, and for
each other f ∈ E(D) fix an element rf ∈ Hf

e0 . Since He0
e0 is an amenable group, by

[107, Corollary C] there is a sequence of projections {pn}n∈N witnessing the quasi-
diagonality of C∗

r (He0
e0 ). For each pair e, f ∈ E(D) let pe,fn ∈ B(`2S) be given by

pe,fn =WreVrfpnV
∗
rf
W ∗
re , (6.4)
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where W is as in Eq. (6.3) above. Note that pn = pe0,e0n , following from the choice of
re0 = e0. It is then clear that pe,fn are finite dimensional orthogonal projections whose
range sits within `2Hf

e , and hence pe,fn pe
′,f ′
n = 0 whenever (e, f) ≠ (e′, f ′). In addition,

standard computations show that the following commutation relations hold:

Vrfp
e0,e0
n = pe0,fn Vrf and Wrep

e0,f
n = pe,fn Wre . (6.5)

In this context, let
qn ∶= ∑

e,f∈E(D)
pe,fn ,

which is a finite dimensional orthogonal projection by the above discussion. More-
over, since pn converges strongly to the identity of `2He0

e0 , so does qn converge strongly
to the identity of `2D. Thus all we have left to do is prove that qn asymptotically
commutes with every Vs ∈ C∗

r (S). For this, due to the built-in orthogonality of pe,fn
and pe

′,f ′
n :

∣∣Vs qn − qn Vs∣∣ =
RRRRRRRRRRR

RRRRRRRRRRR
∑

e,f∈E(D)
Vs p

e,f
n − pe,fn Vs

RRRRRRRRRRR

RRRRRRRRRRR
= max

e∈E(D)
max
f∈E(D)
f≤s∗s

∣∣Vs pe,fn − pe,sfs∗n Vs∣∣

(6.6)
where, for the last equality, we have used that Vspe,fn = 0 unless f ≤ s∗s. Seen from
the point of view of the H-classes themselves this means that Hf

e ⊂ Ds∗s which, by
Lemma 6.3.5, is equivalent toHf

e ∩Ds∗s ≠ ∅. By the same Lemma 6.3.5, observe that,
in this case, sHf

e is a (possibly different) H-class in the same L-class as Hf
e , and one

can check that sHf
e =Hsfs∗

e . By Eq. (6.6) it is enough to show that ∣∣Vspe,fn −pe,sfs∗n Vs∣∣
tends to 0 for every ordered pair e, f ∈ E(D), where f ≤ s∗s. To this end, observe
that

∣∣Vspe,fn − pe,sfs∗n Vs∣∣ = ∣∣VsWrep
e0,f
n W ∗

re −Wrep
e0,sfs

∗

n W ∗
reVs∣∣ by (6.4)

= ∣∣Wre (Vspe0,fn − pe0,sfs∗n Vs) W ∗
re ∣∣ as VsWt =WtVs

≤ ∣∣Vspe0,fn − pe0,sfs∗n Vs∣∣ asWt is a partial isometry

= ∣∣(Vspe0,fn − pe0,sfs∗n Vs)Vrf ∣∣
= ∣∣Vsrfpe0,e0n − pe0,sfs∗n Vsrf ∣∣ , by (6.5)

where, for the prior to last equality, we have used Lemma 6.3.6. Indeed, if a =
Vsp

e0,f
n −pe0,sfs∗n Vs and v = Vrf then a(1−vv∗) = 0 by a simple computation. Therefore,

by renaming t ∶= srf note that t ∈Hsfs∗
e0 =H tt∗

e0 . Indeed:

t∗t = (srf)∗ (srf) = r∗fs∗srf = r∗fs∗sfrf = r∗ffrf = e0.

Furthermore

Vsrfp
e0,e0
n = Vrtt∗Vr∗tt∗ t pn and pe0,sfs

∗

n Vsrf = pe0,tt
∗

n Vrtt∗Vr∗tt∗Vt = Vrtt∗pnVr∗tt∗ t, (6.7)
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and therefore the fact that qn is asymptotically central in C∗
r (S) follows from

Eq. (6.7) and the fact that pn is asymptotically central in C∗
r (He0

e0 ):

∣∣Vspe,fn − pe,sfs∗n Vs∣∣ ≤ ∣∣Vrtt∗ (Vr∗tt∗ tpn − pnVr∗tt∗ t)∣∣ ≤ ∣∣Vr∗
tt∗ t
pn − pnVr∗

tt∗ t
∣∣ n→∞ÐÐ→ 0,

as r∗tt∗t ∈He0
e0 .

Theorem 6.3.8. Let S be a countable and discrete inverse semigroup. Suppose the
following holds:

(1) No D-class in S has infinitely many projections.
(2) All the maximal subgroups of S are amenable (as groups).

Then C∗
r (S) is a quasi-diagonal C*-algebra.

Proof. Let D be the, possibly infinite, set of D-classes of S. As it is countable we
may write it as D = ∪n∈NDn, where Dn ⊂ Dn+1 are finite sets. Moreover, write
S = ∪n∈NFn as an increasing sequence of finite subsets. Now, for every n ∈ N and
D ∈ Dn, let {qDn }n∈N be as in the conclusion of Lemma 6.3.7. In addition, note we
may suppose that

max
s∈Fn

max
D∈Dn

∣∣Vs qDn − qDn Vs∣∣ ≤ 1/n. (6.8)

for every n ∈ N. Consider
qn ∶= ∑

D∈Dn
qDn .

It is clear that qn is a finite dimensional orthogonal projection. Moreover, since qDn
strongly converges to 1D for every D-class D, it follows that so does qn strongly
converge to 1. Lastly, qn is also asymptotically central by Eq. (6.8):

max
s∈Fn

∣∣Vsqn − qnVs∣∣ = max
s∈Fn

∣∣ ∑
D∈Dn

Vs q
D
n − qDn Vs∣∣

= max
s∈Fn

max
D∈Dn

∣∣Vs qDn − qDn Vs∣∣ ≤ 1/n n→∞ÐÐ→ 0.

Note that for the second equality we have used that qDn and qD
′

n are orthogonal
projections when D and D′ are different D-classes (see (1) in Lemma 6.3.7).

Remark 6.3.9. Observe that both conditions (1) and (2) in Theorem 6.3.8 can
be seen geometrically in the undirected graph ΛS constructed in Subsection 5.1.1.
Indeed, condition (1) means the Schützenberger graphs of S are finite unions of
group Cayley graphs, and hence are coarsely equivalent to their own unique H-
class. Moreover, that H-class is amenable by condition (2). Thus the hypothesis of
Theorem 6.3.8 state that not only is S amenable, but every L-class of S is (up to
coarse equivalence) an amenable group (see Figure 6.2).

In Theorem 6.3.8 (and in Lemma 6.3.7 for that matter) note that the condition
saying the D-class D ⊂ S has finitely many projections is needed, and for various
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D ⊂ S
D-class

● e1

● e2

● e3

● e4

H − classes are
amenable groups

L − class of e3

R − class of e2

Figure 6.2: Visual representation of a D-class D in a semigroup S sat-
isfying conditions (1) and (2) in Theorem 6.3.8.

reasons. Indeed, should we allow D to have infinitely many projections then the
bicyclic monoid, see Example 5.1.6, and its unique D-class would meet the hypothesis
of the theorem. However C∗

r (T ) is not quasi-diagonal, as it is not even finite.
Secondly, even if the partial order in a D-class D restricts to equality (which, for the
record, does not happen in T ) then the techniques in Lemma 6.3.7 cannot be applied.
For instance, if D∩E(S) is infinite then ∑e,f∈E(S)∩D p

e,f
n is infinite dimensional, and

cannot be immediately cut down in order to produce a finite dimensional projection
that almost commutes with Vs. Observe, for example, that left multiplication by s
may move an H-class H outside of any obvious cut down of pn, inevitably violating
the almost commuting condition.



Chapter 7
Conclusions and open problems

All the results of the thesis have already been proven, and hence this final chapter
is dedicated entirely to review some of them, and state some interesting related
questions. As is only natural, the language used in this chapter is similar to that
of the introductory Chapter 1, i.e., more colloquial and hand-waving than usual.
Section 7.1 summarizes some of the most important results of the thesis, most of
them answering the questions posed in the Section 1.2, while Section 7.2 exposes
some open problems that have remained unanswered during the text.

7.1 What we now know...
Chapter 3 answered some questions about amenability in general semigroup theory.
It reached the conclusion that there seems to be no satisfactory dichotomy amenable
vs. paradoxical in this generality. Even more so, there is no unique notion of Følner
sequence, therefore making us consider strong Følner sequences and usual Følner
sequences separately. Finally, as semigroups do not have a canonical left regular
representation they cannot be dealt with the C*-techniques here used.

Nevertheless, should one restrict to the particular class of inverse semigroups then
the answer is more clear. Indeed, in Chapter 4 we proved (see Theorem 4.1.3) that
Day’s amenability can be decomposed into two notions, localization and domain-
measurability. Moreover, of these two only one is dynamical, and it can be trans-
lated into the tracial property of a state of the crossed product `∞(S) ⋊r S (see
Theorem 4.3.7). Actually, the correspondence goes beyond this, since any traces
on `∞(S) ⋊r S, which are necessarily amenable, can be canonically seen as domain-
measures of the semigroup. All of this research places semigroups with algebras and
metric spaces in relation with amenability, as opposed to groups. Indeed, dynam-
ically speaking inverse semigroups allow for impossible behavior in the context of
groups, such as being an amenable structure containing non-amenable substructures.

The study of `∞(S)⋊r S and its trace space leads to the consideration of proper
and right invariant metrics on the semigroup, with the goal of allowing to see the
crossed product as an honest uniform Roe algebra. In Chapter 5 we thus study
the Schützenberger graphs of the semigroup, and relate these with the uniform Roe
algebra. These remarks lead to the definition of admitting a finite labeling (see
Proposition 5.2.18) and, hence, to Theorem 5.2.23, which characterizes when the
crossed product can be seen as an honest uniform Roe algebra. Of particular in-
terest is the case when the latter does not hold, of course, since then the methods
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here presented generalize previous methods, such as the ones in [8]. In addition, it
is not clear which inverse semigroups admit finite labelings, though it is clear that
some do not, the prime example being (N,min), see Example 5.2.21. Surprisingly,
this FL condition also appeared when considering some quasi-isometric invariant
properties, such as domain-measurability (see Theorem 5.3.5) and property A (see
Theorem 5.3.10). In particular, Theorem 5.3.10 generalizes the known equivalence
between exactness and property A in geometric group theory to our context. Fur-
thermore, the fact that Theorem 5.3.10 requires admitting a finite labeling makes it
all the more engaging.

Lastly, we were able to initiate the study of quasi-diagonality of reduced in-
verse semigroup C*-algebras in Chapter 6. In particular Theorem 6.2.1 proves that
any inverse semigroup whose reduced C*-algebra is quasi-diagonal must admit a
domain measure. Moreover, Theorem 6.3.8 gives sufficient conditions for the re-
ciprocal, that is, proves that inverse semigroups whose H-classes are amenable (as
groups) and with no D-class with infinitely many projections have quasi-diagonal
C*-algebras. Of particular interest is the fact that this is only a partial result, since
these semigroups are domain-measurable, but we have not been able to prove an
if-and-only-if theorem.

To summarize, we have obtained a more clear picture of the relation between
different approximation notions, such as semigroup amenability, the existence of
(amenable) traces, nuclearity, exactness, property A and quasi-diagonality in the
context of (inverse) semigroups.

7.2 ... and what we still don’t
We end the thesis the way this kind of text oughts to end, by discussing some
interesting questions that have appeared along the text and have, unfortunately,
been left unanswered. Firstly, going back to Chapter 5 and the construction of the
graph ΛS, note that Lemma 5.1.7 precisely states right-invariance in the context
of inverse semigroups. Moreover, observe that any (countable and discrete) group
can be equipped with a unique (up to coarse equivalence) proper and right invariant
metric. These remarks beg the following questions:

(QM.1) Can we equip an inverse semigroup with a proper and right-invariant metric?
Is such a metric unique up to coarse equivalence? If not, is it unique among
the metrics arising from generating sets? Is it unique in some particular cases,
such as F-inverse semigroups?

(QM.2) Given the answers to the above are positive, which results of this thesis translate
into that context? Does admitting a finite labeling play a role?

In the same bag of questions we find the following, which are unknown. In particular,
for (QA.2) observe that the answer is known to be yes (see Theorem 5.3.10), but
the only proof so far uses C*-theory.
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(QA.1) Is there any non-trivial relation between the domain-measurability of a semi-
group and its property A?

(QA.2) Given an E-unitary inverse semigroup S, can one directly translate the property
A of G(S) into property A of S? That is, is there some coarse geometric
argument relating these properties?

(QA.3) Is there any class of inverse semigroups whose Schützenberger graphs do not
have property A?

Lastly among the questions related to metric spaces, the so-called warped cone con-
struction (see, e.g., [90]) is of interest since it may yield a space without property
A. It would be interesting to see whether this construction can happen for an in-
verse semigroup (note that the HLS-groupoids of Section 5.4.5 do have semigroup
models):

(QW.1) Can the warped cone construction of [90] be replicated in the context of inverse
semigroups? That is, is there an inverse semigroup whose associated graph ΛS

is the warped cone OΓY , associated to an action of a group Γ on a metric
space Y ?

Chapter 6 is, to be honest, rather incomplete. Indeed, note that the answers to the
questions of the introducion (see Section 1.2) about quasi-diagonality have, at best,
only been partially answered, begging:

(QQ.1) Solve Rosenberg’s conjecture in a satisfactory manner in the context of discrete
inverse semigroups, that is, give a characterization of the quasi-diagonality of
C∗
r (S) in terms of algebraic conditions on the inverse semigroup S.

(QQ.2) Is there an explicit solution to Rosenberg’s conjecture in the context of residu-
ally finite inverse semigroups? What about in the context of discrete amenable
groups?

Observe that for (QQ.1) it would be enough to prove that if C∗
r (S) is quasi-diagonal

then no D-class in S has infinitely-many idempotents and every H-class is amenable,
since that is the sufficient condition appearing in Theorem 6.3.8. Lastly, note that
the second question of (QQ.2) has been open for quite some time (see, for in-
stance, [107, 116, 117]). The last group of questions we wish to mention come from
the analogies between groupoids and inverse semigroups, and from the fact that
groupoid models for every classifiable C*-algebra exist (see Li’s recent work [64]).
To keep the following short we name only a couple of the natural questions arising
from this point of view.

(QA.1) Is there any inverse monoid analogue of the Jiang-Su algebra Z?
(QA.2) Is there any analogue notion of strongly self-absorbing monoid? Are UHF

monoids of infinite type strongly self-absorbing in such sense?
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For (QA.1) observe there is no inverse semigroup S such that C∗
r (S) ≅ Z. Indeed, if

that were the case then all the non-trivial projections from the spectrum of S would
sit within Z, which is well known to be unital projectionless. Therefore (QA.1) is,
arguably, rather ambiguous.

As has been said, these are but a few of the questions that have appeared along
the way. I hope you have enjoyed reading this.

Theses are not made to be believed,
but to be made subject to inquiry.

William of Baskerville
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